Gaussian distribution of short sums of trace functions over finite fields

Corentin Perret-Gentil

Abstract. We show that under certain general conditions, short sums of \( \ell \)-adic trace functions over finite fields follow a normal distribution asymptotically when the origin varies, generalizing results of Erdős-Davenport, Mak-Zaharescu and Lamzouri. In particular, this applies to exponential sums arising from Fourier transforms such as Kloosterman sums or Birch sums, as we can deduce from the works of Katz. By approximating the moments of traces of random matrices in monodromy groups, a quantitative version can be given as in Lamzouri’s article, exhibiting a different phenomenon than the averaging from the central limit theorem.
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1. Introduction

Let \( \mathbb{F}_q \) denote the finite field of cardinality \( q \) in characteristic \( p \). For a function \( t : \mathbb{F}_q \to \mathbb{C} \) and a subset \( I \subset \mathbb{F}_q \), we let

\[
S(t, I) = \sum_{x \in I} t(x)
\]

be the partial sum over \( I \). For \( I \) of various structures and sizes, such sums are omnipresent in analytic number theory (see e.g. [IK04, Chapter 12]). Due to oscillations, they often exhibit cancellation, and as a general phenomenon we can expect (or wish for) square-root cancellation \( |S(t, I)| \ll \sqrt{|I|} \).
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1.1. Sums over subsets with varying origin. For \( x \in \mathbb{F}_q \), we denote by \( I + x = \{ y + x : y \in I \} \) the translate of \( I \) by \( x \). Given a family of functions \( (t_q : \mathbb{F}_q \to \mathbb{C})_q \) and intervals \( I_q \subset \mathbb{F}_q \), we are interested in the distribution of the complex random variable

\[
\left( \frac{S(t_q, I_q + x)}{\sqrt{|I_q|}} \right)_{x \in \mathbb{F}_q},
\]

with respect to the uniform measure on \( \mathbb{F}_q \), as \( q, |I_q| \to \infty \).

**Example 1.1.** When \( q = p \), the finite field \( \mathbb{F}_p \) can be identified with the discrete interval \([1 \ldots p]\). For an interval \( I_H = [1 \ldots H] \subset [1 \ldots p] \) and \( 1 \leq x \leq p \) an integer, \( S(t, I_H + x) \) is the partial sum

\[ S(t, x, H) := \sum_{x < y < x + H} t(y) \]

of length \( H \) starting at \( x + 1 \). More generally, when \( q = p^c \), we can consider “boxes” in \( \mathbb{F}_q \cong \mathbb{F}_p^c \).

1.2. The case of Dirichlet characters. In the situation of Example 1.1 with \( (t_p)_p = (\chi_p)_p \) a family of Dirichlet characters, the question of the distribution of the random variable (1) appears in the literature as follows:

1. When \( \chi_p \) is the Legendre symbol, Davenport and Erdős [DE52] showed that the real-valued random variable

\[ (S(\chi_p, x, H_p)/\sqrt{H_p})_{x \in \mathbb{F}_p} \]

converges in law to a normal distribution with mean 0 and unit variance when

\[ p, H_p \to \infty \text{ with } \log H_p = o(\log p). \]

(2)

2. Mak and Zaharescu [MZ11] generalized this result to short sums of the form

\[ \hat{S}_p(x, H_p) = \sum_{P=(x_1, x_2) \in C} \chi_p(g(P))\psi_p(f(P)), \]

where \( C \) is an absolutely irreducible affine plane curve over \( \mathbb{F}_p \), \( g, f \in \mathbb{F}_p(x, y) \) are rational functions, \( \psi_p \) (resp. \( \chi_p \)) is an additive (resp. non-real multiplicative) character modulo \( p \), and \( I \) is an interval. Under some technical conditions, they similarly obtain that the projection of the random variable \( (\hat{S}_p(x, H_p)/\sqrt{H_p})_{x \in \mathbb{F}_p} \) on any line through the origin converges in law to a normal distribution with mean 0 and unit variance when \( p, H_p \to \infty \) under (2).

3. Lamzouri [Lam13] showed that when \( \chi_p \) is a non-real Dirichlet character, the random variable

\[ (S(\chi_p, x, H_p)/\sqrt{H_p})_{x \in \mathbb{F}_p} \]

converges in law to a normal distribution in \( \mathbb{C} \) with mean 0 and covariance matrix \( \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) when \( p, H_p \to \infty \) with (2).
All of the above proceed by using the method of moments. To do so, one needs bounds on character sums that follow from the work of Weil on the Riemann hypothesis for curves over finite fields.

A particular aspect of Lamzouri’s method in [Lam13] is to consider a probabilistic model, where the values of a multiplicative character are modeled as independent random variables uniformly distributed on the unit circle in $\mathbb{C}$. This model is shown to be accurate (in the sense of convergence in law) by bounding an exponential sum.

1.3. Generalization to trace functions. In this article, we will consider the question introduced above for families $(t_q : \mathbb{F}_q \to \mathbb{C})_q$ of $\ell$-adic trace functions over $\mathbb{F}_q$, as they appear in particular in the works of Katz (see for example [Kat88] and [Kat90]), and more recently in the series of papers by Fouvry, Kowalski, Michel and others (see [FKM14b], [Pol14, Section 6] or [PG16] for surveys).

Using the results reviewed in [FKM15b], building upon Deligne’s generalization of the Riemann Hypothesis over finite fields [Del80] and the works of Katz, we will show that under general assumptions on a family of $\ell$-adic trace functions $(t_q : \mathbb{F}_q \to \mathbb{C})_q$, and a family of sets $I_q \subset \mathbb{F}_q$, the random variable $(\ref{eq:2})$ converges in law to a normal distribution in $\mathbb{C}$ $\cong \mathbb{R}^2$ when $q$ is large enough, where $H_q = |I_q| \to \infty$ in the range $(\ref{eq:3})$. Hence, we generalize the results of Section 1.2 to trace functions.

For example, for the (normalized) Kloosterman sums of rank $n \geq 2$

$$t_q(x) = \text{Kl}_{n,q}(x) = \left(\frac{-1}{q^{(n-1)/2}}\sum_{x_1, \ldots, x_n \in \mathbb{F}_q^\times \atop x_1 \cdots x_n = x} e\left(\frac{\text{tr}(x_1 + \cdots + x_n)}{p}\right)\right)$$

(3)

( where $\text{tr} : \mathbb{F}_q \to \mathbb{F}_p$ is the trace), we get the following:

Theorem. Let $n \geq 2$ and for every prime power $q$, let $I_q \subset \mathbb{F}_q$. The complex random variable

$$\left(\frac{S(\text{Kl}_{n,q}, I_q + x)}{\sqrt{|I_q|}}\right)_{x \in \mathbb{F}_q}$$

(with respect to the uniform measure on $\mathbb{F}_q$) converges in law to a normal distribution $\mathcal{N}$ in $\mathbb{C} \cong \mathbb{R}^2$, with mean 0 and covariance matrix $(1_{0,0})$ if $n$ is even and $\frac{1}{2}(1_{0,1})$ if $n$ is odd, when $q, |I_q| \to \infty$ with $\log |I_q| = o(\log q)$.

More precisely, for any $\varepsilon \in (0, 1/2)$ and for any closed rectangle $A \subset \mathbb{C}$ with sides parallel to the coordinate axes and Lebesgue measure $\mu(A)$, the probability

$$P\left(\frac{S(\text{Kl}_{n,q}, I_q + x)}{\sqrt{|I_q|}} \in A\right) = \frac{|\{x \in \mathbb{F}_q : S(\text{Kl}_{n,q}, I_q + x)/|I_q|^{1/2} \in A}\}}{q}$$
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is given by

\[ P(N \in A) = O_\varepsilon \left( \mu(A) \left( q^{-1/2} + \left( \frac{\log |I_q|}{\log q} \right)^{2/5} + \frac{1}{\sqrt{|I_q|}} \right) \right) \]

when \( q, |I_q| \to \infty \) under the range \( \log |I_q| = o(\log q) \) if \( n \) is even and \( |I_q| = o \left( (\log q)^{\frac{3}{2}+\varepsilon} \right) \) otherwise. As \( n \to \infty \) or if \( n \) is even, the exponents \( 2/5 \) and \( 3/2 \) can be replaced by \( 1/2 \) and 1, respectively.

The general results will be stated in Section 2.

1.3.1. Examples. Examples of \( \ell \)-adic trace functions over \( \mathbb{F}_q \) we will consider include:

(a) Dirichlet characters \( \chi \mod q \) or compositions \( \chi \circ f \), where \( f \in \mathbb{F}_q(T) \) is a rational function. This is the case considered in [Lam13] (if \( f = \text{id} \)) and [MZ11], when \( q = p \).

(b) Hyper-Kloosterman sums \( Kl_{n,q} \) of rank \( n \geq 2 \), or more generally hypergeometric sums, as studied by Katz in [Kat88] and [Kat90].

(c) General exponential sums of the form

\[ t_q(x) = \frac{1}{\sqrt{q}} \sum_{y \in \mathbb{F}_q} e \left( \frac{\text{tr}(xf(y) + h(y))}{p} \right) \chi(g(y)), \]

for \( f, g, h \in \mathbb{Q}(X) \) rational functions and \( \chi : \mathbb{F}_q^\times \to \mathbb{C} \) a multiplicative character. This includes Birch sums

\[ t_q(x) = \text{Bi}(x, q) = \frac{1}{\sqrt{q}} \sum_{y \in \mathbb{F}_q} e \left( \frac{\text{tr}(xy + y^3)}{p} \right), \]

considered by Birch, Livné and Katz, and sums of the form

\[ t_q(x) = \frac{1}{\sqrt{q}} \sum_{y \in \mathbb{F}_q} e \left( \frac{\text{tr}(xf(y))}{p} \right), \]

studied by Katz and Fouvry-Michel (see e.g. [Mic98]).

(d) Functions counting points on families of curves over \( \mathbb{F}_q \) parametrized by varieties over \( \mathbb{F}_q \), as surveyed in [KS91, Chapter 10].

Note that \( t_q \) can be complex or real-valued (the latter occurring for example for hyper-Kloosterman sums of even rank and Birch sums).
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2. Statement of the results

2.1. Trace functions over finite fields. We briefly recall some definitions and terminology around ℓ-adic trace function over finite fields necessary to state our results, and refer the reader to [Kat88], [Kat90, Chapter 7], [Pol14, Section 6], [FKM14b], [FKM14a] or [PG16] for details and further references.

**Definition 2.1.** Let ℓ be a prime number distinct from the characteristic p of the finite field \( \mathbb{F}_q \). We call ℓ-adic sheaf over \( \mathbb{F}_q \) a constructible sheaf \( \mathcal{F} \) of \( \mathbb{Q}_\ell \)-modules on \( \mathbb{P}^1/\mathbb{F}_q \) (with respect to the étale topology) which is middle-extension, i.e. for every nonempty open \( j : U \to \mathbb{P}^1 \) on which \( \mathcal{F} \) is lisse, we have \( \mathcal{F} \cong j_*j^*\mathcal{F} \). We write Sing(\( \mathcal{F} \)) = \( \mathbb{P}^1(\mathbb{F}_q) \) - U\( \mathcal{F} \)\( \mathbb{F}_q \) for the set of singularities of \( \mathcal{F} \), where U\( \mathcal{F} \) is the maximal open set of lissity of \( \mathcal{F} \).

There is an alternative point of view through ℓ-adic representations of étale fundamental groups that can be very convenient in practice:

**Proposition 2.2.** There is an equivalence of categories between ℓ-adic sheaves \( \mathcal{F} \) over \( \mathbb{F}_q \) and continuous finite-dimensional ℓ-adic representations \( \rho : \pi_{1,q} : \text{Gal}(\mathbb{Q}_{\text{p}}/\mathbb{F}_q) \to \text{GL}(\mathcal{V}) \cong \text{GL}_n(\mathbb{Q}_\ell) \).

Moreover, \( \mathcal{F} \) is lisse at \( x \in \mathbb{P}^1(\mathbb{F}_q) \) if and only if the inertia group \( I_x \leqslant \pi_{1,q} \) acts trivially on \( \mathbb{Q}^n_\ell \). The integer \( n \) is the rank of \( \mathcal{F} \).

**Definition 2.3.** Let \( \iota : \mathbb{Q}_\ell \to \mathbb{C} \) be a fixed isomorphism of fields. The trace function associated to an ℓ-adic sheaf \( \mathcal{F} \) over \( \mathbb{F}_q \) corresponding to a representation \( \rho : \pi_{1,q} : \text{GL}(V) \) is the function

\[
t_{\mathcal{F}} : \mathbb{F}_q \to \mathbb{C},
\]

\[
x \mapsto \iota \text{tr} \left( \rho(Frob_{x,q}) | V^{I_x} \right),
\]

where \( Frob_{x,q} \in (D_x/I_x)^2 \cong \text{Gal}(\overline{\mathbb{F}_q}/\mathbb{F}_q)^2 \) is the geometric Frobenius at \( x \in \mathbb{F}_q \), for \( D_x \leqslant \pi_{1,q} \) the decomposition group at \( x \).

**Definition 2.4.** An ℓ-adic sheaf \( \mathcal{F} \) over \( \mathbb{F}_q \) is pointwise pure of weight 0 if for every finite extension \( \mathbb{F}_{q'}/\mathbb{F}_q \) and every \( x \in U\mathcal{F}(\mathbb{F}_{q'}) \), the eigenvalues of \( \rho_{\mathcal{F}}(Frob_{x,q'}) \) are Weil numbers of weight 0, i.e. their images through any isomorphism of fields \( \iota : \mathbb{Q}_\ell \to \mathbb{C} \) have unit absolute value.

By a result of Deligne [Del80, 1.8], we have \( ||t_{\mathcal{F}}||_{\mathbb{C}} \leqslant \text{rank}(\mathcal{F}) \) if \( \mathcal{F} \) is pointwise pure of weight 0 (this is clear at points of lissity), so the former definition corresponds to a normalization assumption for the trace function.

By the Grothendieck-Lefschetz trace formula, the Euler-Poincaré formula of Grothendieck-Ogg-Safarevich and Deligne’s generalization of the Riemann hypothesis over finite fields to weights of ℓ-adic sheaves [Del80], we have a precise control on sums of trace functions:

\[\text{One shows that such an open exists – it is where the stalk has generic rank – and that } \mathcal{F} \text{ is determined by its restriction to } U\mathcal{F}, \text{ see e.g. [Kat88, 8.5.1].}\]
Theorem 2.5. For $\mathcal{F}$ an $\ell$-adic sheaf over $\mathbb{F}_q$ that is pointwise pure of weight 0, we have

$$\sum_{x \in \mathbb{F}_q} t_\mathcal{F}(x) = q \cdot \text{tr} \left( \text{Frob}_q | _{\mathcal{F}_{\text{geom}}^{\text{geom}}} \right) + O \left( E(\mathcal{F}) \sqrt{q} \right),$$

where

$$1 \longrightarrow \pi_{1,q}^{\text{geom}} = \text{Gal} \left( \mathbb{F}_q(T)^{\text{sep}}/\mathbb{F}_q(T) \right) \longrightarrow \pi_{1,q} \longrightarrow \text{Gal}(\mathbb{F}_q/\mathbb{F}_q) \longrightarrow 1$$

is exact, $\text{Frob}_q \in \text{Gal}(\mathbb{F}_q/\mathbb{F}_q)$ is the geometric Frobenius, $\mathcal{F}_{\pi_{1,q}^{\text{geom}}}$ is the space of coinvariants of the representation $\rho_\mathcal{F}$ of $\pi_{1,q}^{\text{geom}}$, and

$$E(\mathcal{F}) = \text{rank}(\mathcal{F}) + \left| \text{Sing}(\mathcal{F}) \right| - 1 + \sum_{x \in \text{Sing}(\mathcal{F})} \text{Swan}_x(\mathcal{F}).$$

(7)

Proof. See [Del77, Exposé 6], [FKM14a, Chapter 4], [Kat88, Chapter 2] or [FKM15a, Section 9]. □

Remark 2.6. In the works of Fouvry-Kowalski-Michel and others, the error term is usually only given in terms of the conductor $\text{cond}(\mathcal{F}) = \text{rank}(\mathcal{F}) + \left| \text{Sing}(\mathcal{F}) \right| + \sum_{x \in \text{Sing}(\mathcal{F})} \text{Swan}_x(\mathcal{F})$, which is independent from $q$ in most “natural” families of sheaves. We are more precise in (7) to be able to discuss cases where the conductor will be growing.

Definition 2.7. An $\ell$-adic sheaf over $\mathbb{F}_q$ is irreducible (resp. geometrically irreducible) if the corresponding representation of $\pi_{1,q}$ (resp. of $\pi_{1,q}^{\text{geom}}$) is irreducible.

Finally, we recall the definition of monodromy groups.

Definition 2.8. For a fixed isomorphism of fields $\iota : \overline{\mathbb{Q}}_\ell \rightarrow \mathbb{C}$, the geometric (resp. arithmetic) monodromy group of an $\ell$-adic sheaf $\mathcal{F}$ over $\mathbb{F}_q$ with rank $n$ is the algebraic group

$$G_{\text{geom}}(\mathcal{F}) = i\rho_\mathcal{F}(\pi_{1,q}^{\text{geom}}) \leq G_{\text{arith}}(\mathcal{F}) = i\rho_\mathcal{F}(\pi_{1,q}) \leq \text{GL}_n(\mathbb{C}),$$

where $\overline{\cdot}$ denotes Zariski closure.

Remark 2.9. The main term in Theorem 2.5 can be rewritten as $q \text{tr}(\text{Frob}_q | _{\mathcal{F}_{G_{\text{geom}}(\mathcal{F})}})$, which is $q \dim(\mathcal{F}_G)$ if $G_{\text{geom}}(\mathcal{F}) = G_{\text{arith}}(\mathcal{F})$.

2.2. Coherent families. Finally, we introduce the class of families of trace functions to which our results will apply.

Definition 2.10. Let us fix a prime $\ell$ and an isomorphism of fields $\iota : \overline{\mathbb{Q}}_\ell \rightarrow \mathbb{C}$. A family $(\mathcal{F}_q)_q$ of pointwise pure of weight 0 and geometrically irreducible $\ell$-adic sheaves over $\mathbb{F}_q$ (for $q$ varying over powers of primes distinct from $\ell$) is said to be coherent if:
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(1) (Conductor) $\text{cond}(\mathcal{F}_q)$ is bounded independently from $q$, and either:

(2) **Kummer case**: For every $q$, $\mathcal{F}_q$ is a Kummer sheaf $\mathcal{L}_{\chi_q} \otimes I_q$ for a character $\chi_q : \mathbb{F}_q^\times \to \mathbb{C}^\times$ and $f_q \in \mathbb{F}_q(X)$, and the characters $\chi_q$ are either all real-valued or all complex-valued.

(3) **Classical case**: There exists $G \in \{\text{SL}_{n+1}(\mathbb{C}), \text{Sp}_{2n}(\mathbb{C}), \text{SO}_{n+1}(\mathbb{C})\} \setminus \{\text{SO}_8(\mathbb{C})\}$ for some $n \geq 1$ such that for every sheaf $\mathcal{F}_q$ over $\mathbb{F}_q$ in the family:

(a) (Monodromy groups) The geometric and arithmetic monodromy groups of $\mathcal{F}_q$ coincide and are conjugate to $G$ in $\text{GL}_n(\mathbb{C})$.

(b) (Independence of shifts) There is no geometric isomorphism $r^*_a \mathcal{F}_q \cong \mathcal{F}_q$ or $r^*_a \mathcal{D}_p \otimes \mathcal{F}_q$ for a sheaf $\mathcal{D}_p$ of rank 1 over $\mathbb{F}_q$ and $a \in \mathbb{G}_m(\mathbb{F}_q)$, where $D(\mathcal{F}_q)$ denotes the dual sheaf (corresponding to the dual representation).

**Definition 2.11.** For $\mathcal{F}$ an $\ell$-adic sheaf over $\mathbb{F}_q$ and $I \subset \mathbb{F}_q$, we say that $\mathcal{F}$ is $I$-compatible if, in the case where $\mathcal{F}$ is a Kummer sheaf $\mathcal{L}_{\chi(f)}$ with $\deg(f) > 1$, we have that $\sum_{i=1}^m x_i \neq 0$ for all $1 \leq m \leq \deg(f)$ and $x_1, \ldots, x_m \in I$. If $\mathcal{F}$ is not a Kummer sheaf, it is always $I$-compatible.

**Example 2.12.** A Kummer sheaf $\mathcal{L}_{\chi(f)}$ is $I$-compatible if we have $I \subset [1 \ldots p/\deg(f)]^c \subset \mathbb{F}_q \cong \mathbb{F}_p^c$.

**Remarks 2.13.** As we shall see, these conditions are fairly generic for natural families arising in number theory. For example, geometric irreducibility and uniform boundedness of conductors are stable by $\ell$-adic Fourier transform. In the classical case, the equality of monodromy groups is to control a main term through monodromy (see Remark 2.9), while the other conditions are to show that the monodromy group of a sheaf obtained as a sum of translates of the $\mathcal{F}_q$ is as large as possible, through the Goursat-Kolchin-Ribet criterion of Katz.

**2.3. Qualitative version.**

**Theorem 2.14.** Let $(t_q : \mathbb{F}_q \to \mathbb{C})_q$ be a coherent family of trace functions and let $(I_q)_q$ be a family of subsets $I_q \subset \mathbb{F}_q$ such that $\mathcal{F}_q$ is $I_q$-compatible. Then the complex random variable

$$\left( \frac{S(t_q, I_q + x)}{\sqrt{|I_q|}} \right)_{x \in \mathbb{F}_q}$$

(with respect to the uniform measure on $\mathbb{F}_q$) converges in law to a normal distribution $\mathcal{N}$ in $\mathbb{C} \cong \mathbb{R}^2$, with mean 0 and covariance matrix

$$\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \text{ if } t_q \text{ has real values, } \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \text{ otherwise}$$

(9)

when $q, |I_q| \to \infty$ with $\log |I_q| = o(\log q)$. 

Remarks 2.15.  
1. We do not require that $I_q$ be an interval, but it can rather be any (small) subset.

2. The result shows in particular that the limit has independent real and imaginary parts.

3. As we shall see, the condition on $t_q$ being real-valued can be reformulated as a condition on the monodromy group of the family.

To prove this theorem, we extend and adapt the method of [Lam13]. The values of the trace functions are modeled by random variables distributed like traces of random matrices uniform in maximal compact subgroups of the monodromy group with respect to the Haar measure (as in Deligne’s equidistribution theorem), and the short sums by random walks.

The $\ell$-adic formalism and Deligne’s analogue of the Riemann hypothesis over finite fields applied to sum of products are used to show that this model is accurate, through the method of moments.

The conclusion then follows from the central limit theorem.

We mention that similar ideas are also used in [KS14] to study the paths obtained by joining partial Kloosterman and Birch sums, as stochastic processes.

2.4. Quantitative version. Actually, Lamzouri used more precise information than the central limit theorem: the first moments of the model correspond to those of a Gaussian, and are more generally bounded by them. This allows him to approximate the characteristic function of $(S(x, H))_{x \in F}$ asymptotically, and in turn, gives a bound on the error term for the joint distribution function (what we will call a quantitative version of the convergence in law result) by using an identity of Selberg.

We also get a quantitative version for trace functions by using the fact that moments\footnote{For a complex-valued random variable $X$, we consider here the moments $E(X^n)$ (and not $E((\text{Re} \, X)^n(\text{Im} \, X)^n)$; see Remark 3.4 below.} of traces of random matrices in classical groups are also Gaussian (in $\mathbb{C} \cong \mathbb{R}^2$) as the rank grows, as already remarked and exploited...
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(a) $H = 100$

(b) $H = 1300$

Figure 2. Distribution of sums of trace functions for the (real-valued) Kloosterman sum $Kl_2$ modulo $p = 7927$. In bold, the density function of a standard normal random variable.

for example by Diaconis-Shahshahani [DS94], Pastur-Vasilchuk [PV04], as well as Larsen [Lar90] in the context of trace functions.

More precisely, one rather needs subgaussian bounds on high order moments with respect to the rank, but exploiting the fact that they become exactly Gaussian allows to improve the error terms as the rank grows.

Hence, this uses a different phenomenon than the averaging of the central limit theorem: the random variables modeling the values of the trace function are themselves “close to Gaussian”.

The following is then the extension of the main theorem of [Lam13] (rather than Theorem 2.14):

**Theorem 2.16.** In the notations and hypotheses of Theorem 2.14, fix $\varepsilon \in (0, 1/2)$ and let $R$ be the rank of the monodromy group of the family. For any closed rectangle $A \subset \mathbb{C} \cong \mathbb{R}^2$ with sides parallel to the coordinate axes and Lebesgue measure $\mu(A)$, the probability

$$P\left(\frac{S(t_q, I_q + x)}{\sqrt{|I_q|}} \in A\right) = \frac{|\{x \in \mathbb{F}_q : S(t_q, I_q + x)/\sqrt{|I_q|} \in A\}|}{q}$$

is given by

$$P(\mathcal{N} \in A) + O_\varepsilon\left(\mu(A)\left(q^{-\frac{1}{2} + \varepsilon} + \left(\frac{\log |I_q|}{\log q}\right)^\beta + \frac{1}{\sqrt{|I_q|}}\right)\right)$$

when $q, |I_q| \to \infty$ with

$$\begin{cases} 
\log |I_q| = o(\log q) & \text{real-valued and Kummer cases} \\
|I_q| = o\left((\log q)^{2R/(4R-1)(1+\varepsilon)}\right) & \text{otherwise},
\end{cases}$$

when

$$\begin{cases} 
\log |I_q| = o(\log q) & \text{real-valued and Kummer cases} \\
|I_q| = o\left((\log q)^{2R/(4R-1)(1+\varepsilon)}\right) & \text{otherwise},
\end{cases}$$

when

$$\begin{cases} 
\log |I_q| = o(\log q) & \text{real-valued and Kummer cases} \\
|I_q| = o\left((\log q)^{2R/(4R-1)(1+\varepsilon)}\right) & \text{otherwise},
\end{cases}$$

when

$$\begin{cases} 
\log |I_q| = o(\log q) & \text{real-valued and Kummer cases} \\
|I_q| = o\left((\log q)^{2R/(4R-1)(1+\varepsilon)}\right) & \text{otherwise},
\end{cases}$$
where $N$ is a normal random variable in $\mathbb{C}$ with mean 0 and covariance matrix as in Theorem 2.14, and

$$
\beta = \begin{cases} 
1/2 - \varepsilon & \text{real-valued and Kummer cases} \\
R - 1 & 2R - 1 \end{cases}
$$

Remark 2.17. By using a generalization of the Berry-Esseen inequality from [BRR86], we improve the method of Lamzouri, which is necessary in the non-real-valued case (see the outline at the beginning of Section 5). Moreover:

1. In the self-dual case, Theorem 2.16 recovers the bound and the range of [Lam13], with an improvement on the power of $|I_q|$ (from 1/4 to 1/2), thanks to a modification of the method.
2. In the non-self-dual case, we recover the bound valid for Dirichlet characters when the rank $R \leq 8$, but under the weaker range $|I_q| = o\left((\log q)^{\frac{R}{R-1}}\right)$ than the one for which Theorem 2.14 is valid. We will explain the reason for this later on.

2.5. Examples. In Section 7, we will prove that natural families arising from the examples of Section 1.3.1 are coherent, so that Theorems 2.14 and 2.16 apply to them.

To make the arithmetic and geometric monodromy groups coincide, we may eventually need to replace a family $\mathcal{F}_q$ by the twisted family $(\alpha_q \otimes \mathcal{F}_q)_q$ for $\alpha_q \in \overline{\mathbb{Q}_\ell}$ a Weil number of weight 0. This has simply the effect of multiplying the trace function by $\alpha_q$, and the covariance matrix of Theorem 2.14 by the orthonormal matrix

$$
\begin{pmatrix}
\Re \alpha_q & -\Im \alpha_q \\
\Im \alpha_q & \Re \alpha_q
\end{pmatrix},
$$

where we identify $\alpha_q$ with its image through the fixed isomorphism $\iota : \overline{\mathbb{Q}_\ell} \to \mathbb{C}$.

2.6. Moments of random matrices in classical groups. As we mentioned, an important ingredient in the proof of Theorem 2.16 is the following:

Proposition 2.18. For $n \geq 1$, let $G$ be $\text{SL}_{n+1}(\mathbb{C})$, $\text{Sp}_{2n}(\mathbb{C})$ or $\text{SO}_{n+1}(\mathbb{C})$ with standard representation $\text{Std}$. Then, for $R = \text{rank}(G)$ (namely $n$, $n$ and $(n + 1)/2$ respectively):

1. If $\text{Std}$ is self-dual (i.e. in the symplectic case),

\begin{align*}
\text{mult}_1(\text{Std} \otimes^k) &= 0 & (k \geq 0 \text{ odd}), \\
\text{mult}_1(\text{Std} \otimes^k) &= (k - 1)! & (0 \leq k \leq R, \text{ even}), \\
\text{mult}_1(\text{Std} \otimes^k) &\leq (k - 1)! & (k \geq 1). 
\end{align*}

(10)\hspace{1cm}(11)\hspace{1cm}(12)

2. Otherwise,

\begin{align*}
\text{mult}_1(\text{Std} \otimes^k \otimes D(\text{Std} \otimes^r)) &= k! & (0 \leq k \leq R), \\
\text{mult}_1(\text{Std} \otimes^k \otimes D(\text{Std} \otimes^r)) &= 0 & (0 \leq k \neq r \leq R), \\
\text{mult}_1(\text{Std} \otimes^k \otimes D(\text{Std} \otimes^r)) &\leq \sqrt{k!r!} & (k, r \geq 0).
\end{align*}

(13)\hspace{1cm}(14)\hspace{1cm}(15)
where \( \text{mult}_1(\cdot) \) denotes the multiplicity of the trivial representation in a representation of \( G \).

New aspects compared to existing works are the bounds (12) and (15) that we need on the large order moments with respect to the rank.

**Remark 2.19.** Recall that (see Section 5.3):
- For \( k, r \geq 0 \) distinct integers, the \( (k, r) \)-th moment of a standard Gaussian in \( \mathbb{R}^2 \approx \mathbb{C} \) is zero.
- For \( k \) odd, the \( k \)-th moment of a standard Gaussian in \( \mathbb{R} \) is zero.

In the self-dual case, odd moments are zero even for high rank, but in the non-self-dual case, we will see that there are infinitely many nonzero nondiagonal terms. This is the reason for the restricted range in the non-self-dual case of Theorem 2.16 noted in Remark 2.17.

### 3. Probabilistic model

We start by setting up a probabilistic model for the random variable \( (S(t_q, I_q + x))_{x \in \mathbb{F}_q} \), motivated by Deligne’s equidistribution theorem and Lamzouri’s work [Lam13] for Dirichlet characters. We then compute its moments.

#### 3.1. Deligne’s equidistribution theorem

**Theorem 3.1 (Deligne).** Let us fix an isomorphism \( \iota : \overline{\mathbb{Q}}_\ell \rightarrow \mathbb{C} \), and let \( (\mathcal{F}_x)_q \) be a coherent family of \( \ell \)-adic sheaves over \( \mathbb{F}_q \) with monodromy group \( G \leq \text{GL}_n(\mathbb{C}) \). Let \( K \leq G(\mathbb{C}) \) be a maximal compact subgroup.

For every \( x \in U_{\mathcal{F}_q}(\mathbb{F}_q) \), the semisimple part of the Jordan-Chevalley decomposition of \( \iota \rho_{\mathcal{F}_q}(\text{Frob}_{x,q}) \) in \( G \) gives a well-defined conjugacy class \( \theta_{x,q} \in K^\sharp \) such that \( t_{\mathcal{F}_q}(x) = \text{tr}(\theta_{x,q}) \).

When \( q \rightarrow \infty \), the set \( \{ \theta_{x,q} : x \in U_{\mathcal{F}}(\mathbb{F}_q) \} \) becomes equidistributed in \( K^\sharp \) with respect to the pushforward of the normalized Haar measure of \( K \).

**Proof.** This is a variant of [Kat88, Chapter 3] and [KS91, Chapter 9].

#### 3.2. Probabilistic model

**Theorem 3.1** suggests to model the random variable

\[
\left( \rho_{\mathcal{F}_q}(\text{Frob}_{x,q}) \right)_{x \in U_{\mathcal{F}_q}(\mathbb{F}_q)},
\]

(with respect to the uniform measure on \( \mathbb{F}_q \)) as \( Y = \pi(X) \), where \( X \) is a random variable uniformly distributed in a maximal compact subgroup \( K \) of \( G \) with respect to the normalized Haar measure and \( \pi : K \rightarrow K^\sharp \) is the projection to the conjugacy classes.

We shall then accordingly model the random variable

\[
\left( t_{\mathcal{F}_q}(x) \right)_{x \in \mathbb{F}_q} \text{ by } Z = \text{tr}(Y).
\]

**Remark 3.2.** In [Lam13], the values of Dirichlet characters of order \( d \) are modeled by random variables uniformly distributed in the unit circle, while
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in our model, by uniform random variables in the roots of unity of order \(d\) (the monodromy group of a Kummer sheaf associated to a Dirichlet character of order \(d\)) are used. Since the moments are the same (see Remark 5.5), this will make no difference.

3.2.1. Sums of shifts. Similarly, for \(I \subset \mathbb{F}_q\) of size \(H \geq 1\), we will model the random vector
\[
\left( (t_{\mathbb{F}_q}(x + a))_{a \in I} \right)_{x \in \mathbb{F}_q}
\]
by \((Z_1, \ldots, Z_H)\), for \(Z_i\) independent distributed like \(Z\).

Therefore, the sum of shifts
\[
\left( S(t_{\mathbb{F}_q}, I + x) \right)_{x \in \mathbb{F}_q} = \left( \sum_{y \in I} t_{\mathbb{F}_q}(y + x) \right)_{x \in \mathbb{F}_q}
\]
will be modeled by the random walk \(S(H) = Z_1 + \cdots + Z_H\), as in [Lam13].

3.3. Computation of the moments.

**Proposition 3.3** (Probabilistic moments). For all integers \(k, r \geq 0\) and \(H \geq 1\), the moment
\[
M_{\text{prob}}(k, r; H) := \mathbb{E}((S(H))^k S(H)^r)
\]
is equal to
\[
\sum_{k_1 + \cdots + k_H = k} \sum_{r_1 \geq 0, \ldots, r_H \geq 0} \binom{k}{k_1 \ldots k_H} \binom{r}{r_1 \ldots r_H} \prod_{i=1}^{H} \text{mult}_1(\text{Std}^{\otimes k_i} \otimes \text{D(Std)}^{\otimes r_i}),
\]
where \(\text{Std}\) is the standard representation of \(G \leq \text{GL}_n(\mathbb{C})\) and \(\text{D(Std)}\) its dual.

**Proof.** By independence and the multinomial formula, \(M_{\text{prob}}(k, r; H)\) equals
\[
\sum_{k_1 + \cdots + k_H = k} \sum_{r_1 \geq 0, \ldots, r_H \geq 0} \binom{k}{k_1 \ldots k_H} \binom{r}{r_1 \ldots r_H} \prod_{i=1}^{H} \mathbb{E}(Z_i^{k_i} \overline{Z_i^{r_i}}).
\]

By the Peter-Weyl Theorem,
\[
\mathbb{E}(Z_i^{k_i} \overline{Z_i^{r_i}}) = \int_{\mathbb{C}} x^{k_i} \overline{x^{r_i}} d(\text{tr}_e \mu)(x) = \int_{K^i} \text{tr}(g)^{k_i} \overline{\text{tr}(g)^{r_i}} d\mu(g)
\]
\[
= \text{mult}_1(\text{Std}^{\otimes k} \otimes \text{D(Std)}^{\otimes r}),
\]
where \(\mu\) is the normalized Haar measure on \(K\), since \(\text{tr}\) (resp. \(\overline{\text{tr}}\)) is the character associated to the standard representation of \(G\) (resp. its dual). \(\square\)

**Remark 3.4.** The covariance matrix (9) of Theorem 2.14 is given with respect to the standard basis \(1, i\) of \(\mathbb{C}\) as \(\mathbb{R}\)-vector space, and a nice feature of the result is that the matrix is diagonal, i.e. the real and imaginary parts are independent. However, it will be more natural for the proof to make the
linear transformation \( \begin{pmatrix} Z \\ \bar{Z} \end{pmatrix} = \begin{pmatrix} 1 & i \\ i & -1 \end{pmatrix} \begin{pmatrix} \text{Re} Z \\ \text{Im} Z \end{pmatrix} \) and consider as in Proposition 3.3 the moments \( \mathbb{E}(Z^k\bar{Z}^\ell) \) instead of \( \mathbb{E}((\text{Re } Z)^k(\text{Im } Z)^\ell) \). The reason is that conjugation has the algebraic interpretation of dualization of representations, characters, and trace functions. In the real-valued case, there is no difference.

**Lemma 3.5.** We have \( \mathbb{E}(Z) = 0 \) and the covariance matrix of the random vector \( Z = (\text{Re } Z, \text{Im } Z) \) is

\[
\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}
\]

if \( \text{Std} \) is self-dual, \( \frac{3}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) otherwise.

**Proof.** Since the sheaf is geometrically irreducible, \( \text{Std} \) is irreducible, so that \( \mathbb{E}(Z) = \text{mult}_1(\text{Std}) = 0 \) by Schur’s Lemma. Moreover, for every integer \( r \geq 0 \) we have

\[
\text{mult}_1(\text{Std}^\otimes r) = \int_K \text{tr}(g)^r d\mu(g) = \int_K \overline{\text{tr}(g)^r} d\mu(g) = \text{mult}_1(D(\text{Std})^\otimes r)
\]

where the second equality follows from the fact that \( \text{mult}_1(\text{Std}^\otimes r) \) is an integer. Using this, we find that the covariance matrix of \( Z \) is

\[
\frac{1}{2} \begin{pmatrix} \text{mult}_1(\text{Std}^\otimes 2) + 1 & 0 \\ 0 & 1 - \text{mult}_1(\text{Std}^\otimes 2) \end{pmatrix}.
\]

Finally, again by Schur’s Lemma, \( \text{mult}_1(\text{Std}^\otimes 2) = \text{mult}_1(\text{Std} \otimes D(D(\text{Std}))) = \delta_{\text{Std} \text{ self-dual}}. \)

**Lemma 3.6.** Let \( F \) be a geometrically irreducible \( \ell \)-adic sheaf over \( \mathbb{F}_q \), pointwise pure of weight 0, with monodromy groups \( G = G_{\text{geom}}(F) = G_{\text{arith}}(F) \leq \text{GL}_n(\mathbb{C}) \). The following are equivalent:

1. For any finite extension \( \mathbb{F}_{q'}/\mathbb{F}_q \), the trace function \( t : \mathbb{F}_{q'} \to \mathbb{C} \) is real-valued.
2. The standard representation of \( G \leq \text{GL}_n(\mathbb{C}) \) is self-dual.
3. \( \text{mult}_1(\text{Std}^\otimes 2) = \text{mult}_1(\text{Std} \otimes D(D(\text{Std}))) = 1 \).

**Proof.** By a result of Deligne [Del80, 1.3.9] (see [KS91, 9.0.12]), we have \( G^0 \) semisimple, so that there is an equivalence of categories between representations of the algebraic group \( G \), of the Lie group \( G(\mathbb{C}) \), or of \( K \). Note that by assumption, \( \text{Std} \) is irreducible. By the Chebotarev density theorem, the Frobenius conjugacy classes \( \text{Frob}_{x,q} \), for \( \mathbb{F}_{q'}/\mathbb{F}_q \) a finite extension and \( x \in U_F(\mathbb{F}_{q'}) \), are dense in \( \pi_{1,q} \) (see [Ser89, I.2.2, Corollary 2 a])). Thus, (1) is indeed equivalent to having \( \nu(\text{tr}(\rho_F(\pi_{1,q}))) \subset \mathbb{R} \) for all \( q \), which in turn holds if and only if \( \text{tr}(G) \subset \mathbb{R} \). Hence, (1) is equivalent to (2) by character theory of \( G(\mathbb{C}) \). If (2) holds, then

\[
\text{mult}_1(\text{Std}^\otimes 2) = \text{mult}_1(\text{Std} \otimes D(D(\text{Std}))) = 1
\]

by Schur’s Lemma, so that (3) holds. If (3) holds, we have

\[
1 = \int_K \text{tr}(g)^2 dg = \left| \int_K \text{tr}(g)^2 dg \right| \leq \int_K |\text{tr}(g)|^2 dg = 1,
\]

so that \( \text{tr}(g)^2 = |\text{tr}(g)|^2 \) for almost all \( g \in K \). Hence, \( \text{tr}(g) \in \mathbb{R} \) almost everywhere in \( K \), and this holds everywhere in \( K \) since a nonempty open
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set has positive Haar measure. Thus (1) follows by the first statement in Theorem 3.1.

Hence, we conclude by the two preceding Lemmas that the covariance matrix of $Z$ is equal to that given in (9).

4. Qualitative version (Theorem 2.14)

4.1. Strategy and comparison with other approaches. The idea of the proof of Theorem 2.14 is the following:

(1) By the method of moments, it suffices to show that the moments of the random variable (1) tend to that of the Gaussian $N$.

(2) We show that the probabilistic model of Section 3 is accurate, in the sense that the moments of (1) converge to that of the model.

(3) To conclude, it suffices to apply the central limit theorem (with convergence of moments) to the model.

This is to be compared with the approaches of earlier works which do not use the central limit theorem:

– Davenport-Erdős [DE52] and Mak-Zaharescu [MZ11] directly show that the moments of (1) are asymptotically Gaussian and apply the method of moments.

– Lamzouri [Lam13] first proves that his probabilistic model is accurate as in step (2) above. He then remarks that the random variable $X$ modeling the values of the Dirichlet characters itself has moments bounded by those of a Gaussian. That allows to approximate the characteristic function of the model for the sums by that of a Gaussian. By using a method of Selberg, this finally gives an approximation for the joint characteristic function. We will comment more on this approach in Section 5.

We shall see that with the $\ell$-adic formalism, the proof that the model is accurate becomes very natural and does not involve explicit computations of moments.

4.2. Accuracy of the model. Under the hypotheses and notations of Theorem 2.14, as in Proposition 3.3 the moment

$$M_q(k, r; I_q) := \mathbb{E}\left(S(t_q, I_q + x)^k S(t_q, I_q + x)^r\right)$$

equals

$$\sum_{k_1 + \cdots + k_H = k, r_1 + \cdots + r_H = r} \binom{k}{k_1 \ldots k_H} \binom{r}{r_1 \ldots r_H} \prod_{i=1}^H t_q(x + a_i)^{k_i} t_q(x + a_i)^{r_i}$$

for all integers $k, r \geq 0$, where $I_q = \{a_1, \ldots, a_H\}$. Thus, by Proposition 3.3, we need to compare “sums of products” of trace functions

$$\frac{1}{q} \sum_{x \in \mathbb{F}_q} \prod_{i=1}^H t_q(x + a_i)^{k_i} t_q(x + a_i)^{r_i}$$

for all integers $k, r \geq 0$.
with products of the form
\[
\prod_{i=1}^{H} \text{mult}_1(\text{Std}^{\otimes k_i} \otimes D(\text{Std}^{\otimes r_i}))
\] (18)
when \( k_i, r_i \geq 0 \) are integers.

4.2.1. Sums of products of trace functions. The estimation of sums of the form \( \sum_{x \in \mathbb{F}_q} \prod_{i=1}^{H} t_i(x) \) for \( t_i \) a trace function over \( \mathbb{F}_q \) is precisely the question that is surveyed in [FKM15b], and the link between (17) and (18) can be made clear through a cohomological interpretation of the sum via Theorem 2.5:

- For \( k, r \in \mathbb{N}^H \), let us consider the sheaf
\[
\mathcal{G}^{k,r} = \bigotimes_{1 \leq i \leq H} \left( [-a_i]^* \mathcal{F}_q^{\otimes k_i} \otimes D([-a_i]^* \mathcal{F}_q)^{\otimes r_i} \right).
\]

By Theorem 2.5, under the hypotheses of Theorem 2.14, (17) is equal to
\[
\text{tr} \left( \text{Frob}_q \mid \mathcal{G}^{k,r}_{\text{geom}} \right) + O(r^{S(k,r)} S(k,r) c^2 q^{-1/2})
\]
where the implicit constant is absolute, \( r = \text{rank}(\mathcal{F}_q) \), \( c = \text{cond}(\mathcal{F}_q) \), and \( S(k,r) = \sum_{i=1}^{H} (k_i + r_i) \).

- By the Goursat-Kolchin-Ribet criterion of Katz, if \( \mathcal{F}_q \) is part of a coherent family in the classical case, then the arithmetic and geometric monodromy groups of
\[
\mathcal{G} = \bigoplus_{1 \leq i \leq H} [-a_i]^* \mathcal{F}_q
\]
coincide and are as large as possible, i.e. isomorphic to \( G^H \).

- Thus, by Remark 2.9,
\[
\text{tr} \left( \text{Frob}_q \mid (\mathcal{G}^{k,r})_{\text{geom}} \right) = \dim \Lambda_{\text{geom}}(\mathcal{G}) = \dim \Lambda_{G^H} = \dim \bigotimes_{1 \leq i \leq H} \left( \text{Std}^{\otimes k_i} \otimes D(\text{Std})^{\otimes r_i} \right)_G
\]
for the \( G^H \)-representation \( \Lambda = \bigotimes_{1 \leq i \leq H} \left( \text{Std}^{\otimes k_i} \otimes D(\text{Std})^{\otimes r_i} \right) \).

Remark 4.1. As mentioned in Remark 2.6, the conductor of \( \mathcal{G}^{k,r} \) is unbounded as \( H \to \infty \), so that, in contrast with [FKM15b], we have to keep track of the dependency with the conductors in the error terms.

Finally, we get:

**Proposition 4.2.** Let \( (\mathcal{F}_q)_q \) be a coherent family of sheaves over \( \mathbb{F}_q \), with monodromy group \( G \leq \text{GL}_n(\mathbb{C}) \). Let \( a_1, \ldots, a_H \in \mathbb{F}_q \) be distinct. If \( \mathcal{F}_q \) is
\{a_1, \ldots, a_H\}\text{-compatible, then for all } k, r \in \mathbb{N}^H,

\[
\frac{1}{q} \sum_{x \in \mathbb{F}_q} \prod_{1 \leq i \leq H} t_{\mathcal{F}_q}(x + a_i) \chi_i(x + a_i)^{r_i} = \prod_{1 \leq i \leq H} \text{mult}_1(\text{Std}^{\otimes k_i} \otimes D(\text{Std})^{\otimes r_i}) + O \left( r^{S(k,r)} S(k,r)q^{-1/2} \right)
\]

where the implicit constant does not depend on \( q \), and \( S(k,r) = \sum_{i=1}^H (k_i + r_i) \).

**Proof.** The proof in the case of a classical monodromy group was sketched above; details can be found in [FKM15b] or [PG16]. For a Kummer sheaf \( \mathcal{L}_\chi(f) \) with \( \chi : \mathbb{F}_q^\times \rightarrow \mathbb{C} \) of order \( d \) and \( f \in \mathbb{F}_q(T) \), the sum is by multiplicativity equal to

\[
\frac{1}{q} \sum_{x \in \mathbb{F}_q} \chi(g(x)) = \frac{1}{q} \sum_{x \in \mathbb{F}_q} t_{\mathcal{L}_\chi(g)}(x),
\]

where \( g(X) = \prod_{1 \leq i \leq H} f(X + a_i)^{k_i - r_i} \). Writing \( f = f_1/f_2 \) and \( g = g_1/g_2 \) with \( f_1, g_1 \in \mathbb{F}_q[X] \), we see that \( \deg(g_1) + \deg(g_2) \leq S(k,r)(\deg(f_1) + \deg(f_2)) \leq S(k,r)\text{cond}(\mathcal{F}_q) \). By Theorem 2.5 and Remark 2.9 applied to the Kummer sheaf \( \mathcal{L}_\chi(g) \), it follows that

\[
\frac{1}{q} \sum_{x \in \mathbb{F}_q} \chi(g(x)) = \delta_g \text{ is a } d\text{-power} + O(S(k,r)c^2q^{-1/2}).
\]

Observe that \( \text{mult}_1(\text{Std}^{\otimes k_i} \otimes D(\text{Std})^{\otimes r_i}) = \delta_{d|k_i - r_i} \), so that the claim is clear if \( f = X \). Otherwise, the compatibility assumption shows that there exists a zero \( x \) of \( f \) such that \( f(x + a) \neq 0 \) for all \( a \in I \). Indeed, otherwise, for any zero \( x \) of \( f \) and any integer \( d_f \geq 0 \), there would exist \( a_1, \ldots, a_{d_f} \in \mathbb{F}_q \) with \( x + a_1, \ldots, x + \sum_{i=1}^{d_f} a_i \) distinct zeros of \( f \), which is impossible. This implies that \( g \) cannot be a \( d \)-power if \( d \nmid k_i - r_i \) for some \( i \).

4.2.2. **Conclusion.** The asymptotic accuracy of the model then follows from Proposition 4.2 applied to (16), recalling that \( \sum_{k_1 + \cdots + k_H = k} \binom{k}{k_1 \ldots k_H} = H^k \).

**Proposition 4.3.** Under the hypotheses of Theorem 2.14, for all integers \( k, r \geq 0 \) and \( I_q \subset \mathbb{F}_q \) of size \( H \), we have

\[
M_q(k,r;I_q) = M_{\text{prob}}(k,r;H) + O \left( c^{3(k+r)}q^{-1/2}H^{k+r} \right)
\]

with \( c = \max_q \text{cond}(\mathcal{F}_q) \).

We make the normalizations

\[
\tilde{S}(t_q, I_q + x) = S(t_q, I_q + x)/|I_q|^{1/2} \quad \text{and} \quad \tilde{S}(H) = S(H)/H^{1/2},
\]

and for \( k, r \geq 0 \) we denote by \( \tilde{M}_q(k,r;I_q) \), \( \tilde{M}_{\text{prob}}(k,r;H) \) the corresponding moments, so that Proposition 4.3 becomes:

\[
\tilde{M}_q(k,r;I_q) = \tilde{M}_{\text{prob}}(k,r;H) + O \left( c^{3(k+r)}q^{-1/2}H^{\frac{k+r}{2}} \right).
\]  

This idea appears on page 9 of the published version of [LZ12].
4.3. Central limit theorem.

**Proposition 4.4.** Under the hypotheses and notations of Theorem 2.14, the random variable $\hat{S}(H)$ converges in law to the random variable $\mathcal{N}$ when $H \to \infty$. Moreover,

$$\lim_{H \to \infty} \hat{M}_{\text{prob}}(k, r; H) = M_{\mathcal{N}}(k, r),$$

for all integers $k, r \geq 0$, where $M_{\mathcal{N}}(k, r)$ is the $(k, r)$-th moment of $\mathcal{N}$.

**Proof.** This follows from the two-dimensional central limit theorem and Lemma 3.5. To obtain the convergence of moments, it suffices to show that $\hat{S}(H)$ is uniformly integrable (see e.g. [Gut05, Chapter 5.5]), which follows from [Gut05, Theorem 7.5.1]. □

By (19), this immediately implies:

**Corollary 4.5 (Moments are asymptotically Gaussian).** Under the hypotheses and notations of Theorem 2.14, we have for all integers $k, r \geq 0$ that

$$\lim_{q, |I_q| \to \infty} \hat{M}_q(k, r; I_q) = M_{\mathcal{N}}(k, r).$$

4.4. Method of moments and proof of Theorem 2.14. To conclude the proof of Theorem 2.14, it now suffices to apply the method of moments:

**Proposition 4.6 (Method of moments for complex-valued random variables).** Let $(X_n)_{n \geq 0}$ be a sequence of complex random variables with moments $M_{X_n}(k, r)$. If $\lim_{n \to \infty} M_{X_n}(k, r) = M_{X_0}(k, r)$ for all integers $k, r \geq 0$ and if

$$\limsup_{k+r \to \infty} \frac{|M_{X_0}(k, r)|^{\frac{1}{k+r}}}{k + r} < \infty,$$

then $X_n$ converges in law to $X_0$.

**Proof.** See for example [Gut05, Chapter 5.8.4]. □

**Corollary 4.7 (Method of moments for normal convergence).** Let $(X_n)_{n \geq 0}$ be a sequence of complex random variables. If for all integers $k, r \geq 0$, the moment $M_{X_n}(k, r)$ converges to the corresponding moment of a normal random variable $\mathcal{N}$ as $n \to \infty$, then $X_n$ converges in law to $\mathcal{N}$.

Hence, by Corollary 4.7, Theorem 2.14 follows directly from Corollary 4.5.

5. Quantitative version (Theorem 2.16)

5.1. Review of Lanzouri’s method. We recall that the idea of [Lam13] is to remark that the random variable $Z$ modeling the values of the Dirichlet characters has moments bounded by those of a Gaussian. In particular, this implies that if $S(H) = Z_1 + \cdots + Z_H$ with $Z_i$ independent distributed like $Z$ as above, we have

$$\mathbb{E} \left( (\text{Re } S(H))^{2k} (\text{Im } S(H))^{2r} \right) \ll (k + r)! H^{k+r}$$
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(see [Lam13, (3.5)]), which is a square-root cancellation over the trivial bound $H^{2(k+r)}(2k+2r)!$. This implies that one can:

1. Approximate the characteristic function of $(S(\chi_p, x, H_p))_{x \in \mathbb{F}_p}$ asymptotically by that of the probabilistic model when $p, H_p \to \infty$ (see the proof of [Lam13, Theorem 3.1]).

Lamzouri then proceeds as follows:

2. As in the classical proof of the central limit theorem, the characteristic function of the model is approximated by that of a Gaussian ([Lam13, Lemma 3.2]).

3. Combining the last two points, this gives an asymptotic approximation of the characteristic function of $(S(\chi_p, x, H_p))_{x \in \mathbb{F}_p}$ by that of a Gaussian ([Lam13, Theorem 3.1]).

4. Using a smooth approximation for the sign function involving characteristic functions, due to Selberg ([Lam13, (4.4)]), one gets an approximate expression of the joint distribution function from the characteristic function, which allows to conclude.

5.2. Generalization to trace functions. As we explained in the introduction, this can be generalized to coherent families of trace functions thanks to Proposition 2.18. We will however proceed a bit differently than Lamzouri, skipping steps (2)–(3) above and:

1. Directly use step (4) to approximate the joint distribution function of the random variable (1) by that of the model.

2. Apply a generalization to higher dimensions of the Berry-Esseen theorem appearing in [BRR86], to obtain an approximation of the joint distribution function of the model.

5.3. Characteristic function of a Gaussian. Let us recall that if $Z$ is a normal random variable in $\mathbb{R}$ with mean 0 and variance $\sigma^2$, the moments are

$$\mathbb{E}(Z^k) = \begin{cases} 0 & \text{if } k \geq 1 \text{ is odd} \\ \sigma^k(k-1)! & \text{if } k \geq 0 \text{ is even} \end{cases}$$

and its characteristic function is $u \mapsto \mathbb{E}(e^{iuZ}) = e^{-\frac{1}{2}\sigma^2 u^2}$.

Hence, if $Z$ is a normal random variable in $\mathbb{C} \cong \mathbb{R}^2$ with mean 0 and diagonal covariance matrix $\sigma^2 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, then its characteristic function is

$$(u, v) \mapsto \tilde{\phi}(u, v) = \mathbb{E}(e^{i(u \text{Re} Z + v \text{Im} Z)}) = e^{-\sigma^2/2(u^2+v^2)}.$$ 

As we explained in Remark 3.4, we will continue to rather work with moments of the form $\mathbb{E}(Z^k \overline{Z}^r)$ and characteristics functions of the form $(u, v) \mapsto \phi(u, v) = \mathbb{E}(e^{i(uZ + v\overline{Z})})$, which renders the computations easier and more natural in our setting. Note that

$$\phi(u, v) = \tilde{\phi}(u + v, i(u - v)) \text{ and}$$

$$\tilde{\phi}(u, v) = \phi \left( \frac{u - iv}{2}, \frac{u + iv}{2} \right)$$

for all $u, v \in \mathbb{C}$. Hence, $\phi(u, v) = e^{-2\sigma^2 uv}$, so that $\mathbb{E}(Z^k \overline{Z}^r) = (2\sigma^2)^k k! \delta_{k=r}$.
5.4. Approximation of characteristic functions through moments.

**Lemma 5.1.** Let $X_1, X_2$ be complex random variables with moments $M_j(k, r) = \mathbb{E}(X_j^k X_j^r)$ and characteristic functions $(u, v) \mapsto \phi_j(u, v) = \mathbb{E}(e^{i(uX_j + vX_j)})$ ($j = 1, 2$) for $u, v \in \mathbb{C}$ and $k, r \geq 0$ integers. Assume that

$$M_1(k, r) = M_2(k, r) + O(g(k, r))$$

for all $k, r \geq 0$ with some $g : \mathbb{N}^2 \to \mathbb{R}$. Then for any fixed even integer $N \geq 1$ and $u \in \mathbb{C}$, we have

$$\phi_1(u, \overline{u}) = \phi_2(u, \overline{u}) + O \left( \frac{|u|^N}{N!} (|M_1(N/2, N/2)| + |M_2(N/2, N/2)|) \right)$$

$$+ O \left( \sum_{n < N} \frac{|u|^n}{n!} \sum_{a=0}^n \binom{n}{a} |g(a, n-a)| \right).$$

In particular, if $g(k, r) = h(k + r)$ for all $k, r \geq 0$ for some $h : \mathbb{N} \to \mathbb{R}$, we have

$$\phi_1(u, \overline{u}) = \phi_2(u, \overline{u}) + O \left( \frac{|u|^N}{N!} (|M_1(N/2, N/2)| + |M_2(N/2, N/2)|) \right)$$

$$+ O \left( \max_{n < N} |h(n)|(1 + |u|^N) \right).$$

If $X_1, X_2$ are random variables in $\mathbb{R}$, then a similar relation holds for $\phi_1(u, 0)$ and $\phi_2(u, 0)$ with $u \in \mathbb{R}$.

**Proof.** It suffices to use the expansion $e^{ix} = \sum_{n < N} i^n x^n/n! + O(|x|^N/N!)$ valid for $x \in \mathbb{R}$. \(\square\)

5.5. **Bounding moments.** In order to apply Lemma 5.1, we will need bounds on the moments $M_{\text{prob}}(N, N; H)$, provided by Proposition 2.18. Recall that by Proposition 3.3, we have

$$M_{\text{prob}}(N, N; H) = N!^2 \sum_{k_1 + \cdots + k_H = N} \sum_{r_1, r_2, \ldots, r_H = 0}^H \mathbb{E}(Z_i^{k_1} \bar{Z}_i^{r_1} \cdots Z_i^{k_H} \bar{Z}_i^{r_H}) / k_1! \cdots k_H! r_1! \cdots r_H!.$$

Note that if all $Z_i$ were normal variables in $\mathbb{C}$ with mean 0 and covariance matrix $\sigma^2 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ (resp. $\sigma^2 \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$), then this would be equal to $(2\sigma^2)^N N! H^N$ (resp. $\sigma^{2N} (2N - 1)!! H^N$).

**Proposition 5.2** (Non-self-dual case). If the conclusions of Proposition 2.18 hold, then in the non-self-dual case, $M_{\text{prob}}(N, N; H) \leq (N + H - 1)^N H^N$.

**Proof.** By the Cauchy-Schwarz inequality,

$$M_{\text{prob}}(N, N; H) \leq \left( \sum_{k_1 + \cdots + k_H = N} \frac{N! \sqrt{k_1! \cdots k_H!}}{\sqrt{k_1! \cdots k_H!}} \right)^2 \leq H^N \frac{(N + H - 1)!}{(H - 1)!},$$
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since the number of weak $H$-compositions of $N$ is equal to $\frac{(N + H - 1)!}{(H - 1)!} \leq (N + H - 1)^N$. □

Remark 5.3. In Remarks 2.17 and 2.19, we explained that the reason for the restriction on the range in Theorem 2.16 for the non-self-dual case came from the fact that $X_i$ may have infinitely many nonzero nondiagonal moments. If (14) in Theorem 2.16 held for all distinct $k, r \geq 0$, then we would get the bound $H^N$ instead of $H^N (N + H - 1)^N$. We will see later how this additional exponential in $H$ modifies the aforementioned range.

For Dirichlet characters, we can achieve the following better bound:

**Proposition 5.4** (Non-self-dual case, Kummer sheaves). In the case of Kummer sheaves, we have $M_{\text{prob}}(N, N; H) \leq N! H^N$.

**Proof.** If $Z$ is a random variable uniformly distributed in $\mu_d(\mathbb{C})$, then

$$\mathbb{E}(Z^k \overline{Z}^r) = \frac{1}{d} \sum_{i=0}^{d-1} \zeta_d^{i(k-r)} = \delta_{k-r},$$

so

$$M_{\text{prob}}(N, N; H) \leq N! \sum_{k_1 + \ldots + k_H = N \atop k_i \geq 0} \frac{N!}{(k_1 \ldots k_H)!^2} \leq N! H^N.$$ □

**Remark 5.5.** Actually, Lamzouri [Lam13] models $Z$ as a random vector uniformly distributed on the unit circle $S^1$. This is equivalent since the moments are then

$$\mathbb{E}(Z^k \overline{Z}^r) = \frac{1}{2\pi} \int_0^{2\pi} e^{i\theta(k-r)} d\theta = \delta_{k-r} \ (k, r \geq 0).$$

**Proposition 5.6** (Self-dual case). If the conclusions of Proposition 2.18 hold, then in the self-dual case,

$$M_{\text{prob}}(N, N; H) \leq (2N - 1)! H^N.$$

**Proof.** Since $(k - 1)!! = \frac{k!}{2^{k/2}(k/2)!}$ for $k \geq 1$ odd,

$$M_{\text{prob}}(N, N; H) \leq \sum_{k_1 + \ldots + k_H = 2N \atop k_i \geq 0 \text{ even}} \frac{(2N)!}{k_1! \ldots k_H!} \prod_{i=1}^H \frac{k_i!}{2^{k_i/2}(k_i/2)!} \leq \frac{(2N)!}{N! 2^N} \sum_{m_1 + \ldots + m_H = N \atop m_i \geq 0} \left( \begin{array}{c} N/2 \\ m_1 \ldots m_H \end{array} \right) = (2N - 1)! H^N.$$

□

---

4Recall that a weak $H$-composition of an integer $N$ is a tuple of nonnegative integers $(k_1, \ldots, k_H)$ such that $k_1 + \ldots + k_H = N$. 
5.6. **Approximation of joint distribution functions through characteristic functions.** The following result appears in [Lam13], and follows from a smooth approximation of the sign function (and thus of the characteristic function of a rectangle in $\mathbb{R}^2$) by Selberg in [Sel92].

**Proposition 5.7.** Let $X$ be a complex random variable with characteristic function $\phi_X(u,v) = \mathbb{E} \left( e^{i(u \Re X + v \Im X)} \right)$ ($u,v \in \mathbb{R}$) and $A = [a,b] \times [c,d]$ be a rectangle in $\mathbb{R}^2 \cong \mathbb{C}$. Then, for any real number $t > 0$,

$$P(X \in A) = \frac{1}{2} \Re \left( \int_0^t \int_0^t G(u/t)G(v/t) \left( \phi_X(2\pi u,-2\pi v)f_{a,b}(u)f_{c,d}(v) \right) du \, dv \right)$$

$$+ O \left( \frac{1}{t} \int_0^t \left( |\phi_X(2\pi u,0)| + |\phi_X(0,2\pi u)| \right) du \right)$$

where $G(u) = 2u/\pi + 2(1-u)\cot(\pi u)$ for $u \in [0,1]$ and $f_{\alpha,\beta}(u) = (e(-\alpha u) - e(-\beta u))/2$ for $u \in \mathbb{C}$, $\alpha, \beta \in \mathbb{R}$.

**Proof.** See [Lam13, Section 4].

**Corollary 5.8.** If $X,Y$ are complex random variables such that there exists a nonnegative continuous function $g : \mathbb{R}^2 \to \mathbb{R}_{\geq 0}$ with

$$\phi_X(2\pi u,2\pi v) = \phi_Y(2\pi u,2\pi v) + O(g(|u|,|v|))$$

for all $u,v \in \mathbb{R}$, then we have, for any $A,t$ as in Proposition 5.7,

$$P(X \in A) = P(Y \in A)$$

$$+ O \left( \frac{1}{t} \int_0^t g(u,v) du \, dv + \frac{1}{t} \int_0^t \left( g(u,0) + g(0,u) \right) du \right)$$

$$+ O \left( \frac{1}{t} \int_0^t \left( |\phi_X(2\pi u,0)| + |\phi_X(0,2\pi u)| \right) du \right).$$

5.7. **Central limit theorem and sums of quasi-normal random variables.**

**Lemma 5.9.** For $H \geq 1$, let $X_1, \ldots, X_H$ be independent identically distributed random variables and consider

$$S(H) = \frac{X_1 + \cdots + X_H}{\sqrt{H}}.$$

Assume that for $0 \leq k, r \leq N$, the moments $M(k,r) = \mathbb{E}(X_k^r \overline{X_1^r})$ of $X_1$ correspond to the moments of a normal random variable in $\mathbb{C}$ with mean 0 and covariance matrix $\sigma^2 (1 \, 0)$, respectively $(\sigma^2 \, 0)$. Then the characteristic function $\phi_H(u,v) = \mathbb{E} \left( e^{i(u \Re S(H) + v \Im S(H))} \right)$ of $S(H)$ satisfies

$$\phi_H(u,v) = e^{-2\sigma^2 |u|^2} \left( 1 + O \left( \frac{|u|^N}{H^{(N-1)/2}} \right) \right),$$
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when \( u \in \mathbb{C} \) with \( |u| \leq H^{\frac{N-2}{2N}} \), respectively

\[
\phi_H(u,0) = e^{-\frac{1}{2}\sigma^2|u|^2} \left(1 + O \left( \frac{|u|^N}{H^{(N-1)/2}} \right) \right)
\]

when \( u \in \mathbb{R} \) with \( |u| \leq H^{\frac{N-2}{2N}} \).

Proof. By independence of the \( X_i \), we have

\[
\phi_H(u,v) = \phi(u/\sqrt{H}, v/\sqrt{H})^H
\]

where \( \phi(u,v) = \mathbb{E} \left( e^{i(uX_1 + vX_1)} \right) \) is the characteristic function of \( X_1 \). Then

\[
\phi_H(u,v) = \left( e^{-2\sigma^2|u|^2/H} + O \left( \frac{|u|^N}{H^{(N+1)/2}} \right) \right)^H
\]

in the first case, since \( (e^a + O(a^2))^H = e^{aH} (1 + O(a^2H)) \) if \( a^2H \leq 1 \). The second case is similar. \( \square \)

5.8. Normal approximation. Below, we give a particular case of the generalization of the Berry-Esseen Theorem in higher dimensions appearing in [BRR86].

Proposition 5.10. Let \( X_1, \ldots, X_H \) be independent and identically distributed random vectors in \( \mathbb{R}^2 \), satisfying

\[
\mathbb{E}(X_1) = 0, \text{ and } \mathbb{E}(||X_1||^4) < \infty,
\]

and let \( S(H) = (X_1 + \cdots + X_H)/\sqrt{H} \). Then for any \( A \subset \mathbb{R}^2 \) Borel-measurable,

\[
P(S(H) \in A) = P(N \in A) + O(\mu(A)H^{-1/2}),
\]

where \( N \) is a normal random vector in \( \mathbb{R}^2 \) with mean 0 and covariance \( \text{Cov}(X_1) \).

Proof. This follows from [BRR86, Theorem 13.2] taking \( d = 2 \) and \( f = 1_A \). Note that, under the notations of the latter,

\[
\delta_H \ll \frac{H \log H}{e^C} \text{ and } \omega_f^*(2^{7/2} \pi^{-1/3} 2^{1/3} 3^{1/3} \rho_3 H^{-1/2} : \Phi) \ll \frac{\mu(A)}{\sqrt{H}}
\]

for some absolute constant \( C > 0 \). Thus, for \( \Phi \) the density function of \( N \),

\[
\left| \int_A \mathbb{P}(S(H) - \Phi) \right| \ll \omega_f(\mathbb{R}^2) \left( \frac{1}{\sqrt{H}} + \frac{\log H}{H} + \frac{1}{H \sqrt{\log H}} + \frac{1}{e^C \sqrt{H \log H}} \right)
\]

\[
+ \omega_f^*(2^{7/2} \pi^{-1/3} 2^{1/3} 3^{1/3} \rho_3 H^{-1/2} : \Phi)
\]

\[
\ll \mu(A)H^{-1/2}.
\]

\( \square \)
5.9. **Proof of Theorem 2.16.** Combining the above results, we can finally prove Theorem 2.16, conditionally on Proposition 2.18. Let us consider the characteristic functions

\[ \phi_{q,I}(u,v) = \mathbb{E} \left( e^{i(u\tilde{S}(t_q,I+x) + v\bar{S}(t_q,I+x))} \right) \quad (u,v \in \mathbb{C}) \]

of the normalized complex-valued random variable \((\tilde{S}(t_q, I + x))_{x \in \mathbb{F}_q}\) and

\[ \phi_H(u,v) = \mathbb{E} \left( e^{i(uS(H) + v\bar{S}(H))} \right) \quad (u,v \in \mathbb{C}) \]

of the random model

\[ S(H) = \frac{X_1 + \cdots + X_H}{\sqrt{H}}, \]

where \(H = |I|\). Recall that by (19), we have for all integers \(k,r \geq 0\)

\[ \tilde{M}_q(k,r; I) = \tilde{M}_{\text{prob}}(k,r; H) + O \left( q^{3(k+r)}H^{-1/2} \right). \]

Let us fix \(0 < \varepsilon < 1/2\) and let

\[ N = 2M \leq \varepsilon \frac{\log q}{\log(e^H)} \quad (21) \]

be an even integer, so that in particular \(e^{6M}q^{-1/2}H^M \leq q^{-1/2+\varepsilon} \) and

\[ \tilde{M}_q(M,M; I) = \tilde{M}_{\text{prob}}(M,M; H) + O(q^{-1/2+\varepsilon}). \]

By Lemma 5.1, we find the following relation between the characteristic functions:

\[ \phi_{q,I}(u,\overline{u}) = \phi_H(u,\overline{u}) + O \left( \frac{|u|^N}{N!} |\tilde{M}_{\text{prob}}(M,M; H)| + q^{-1/2+\varepsilon}(1 + |u|^N) \right). \]

Let \(t = M^\alpha/(2\pi)\) for some \(\alpha > 0\) to be determined later. We apply Corollary 5.8 after making a change of variable with (20) to consider characteristic functions arising from \((u,v) \mapsto u \Re X + v \Im X\) \((u,v \in \mathbb{R})\) instead of \((u,v) \mapsto uX + v\bar{X}\) \((u,v \in \mathbb{C})\). For all \(u,v \in \mathbb{R}\), we then have by Hölder’s inequality

\[ P(\tilde{S}(t_q, I + x) \in A) = P(S(H) \in A) \]

\[ + O \left( \frac{1}{\pi} \int_0^t (|\phi_H(\pi u, \pi u)| + |\phi_H(i\pi u, -i\pi u)|)du \right) \]

\[ + O \left( \int_0^t \int_0^u g(u,v)dudv \right) \]

\[ + O \left( \frac{1}{\pi} \int_0^t (g(u,0) + g(0,u))du \right) \quad (22) \]

where

\[ g(x,y) = (2\pi)^N \left[ \frac{x^N + y^N}{N!} |\tilde{M}_{\text{prob}}(M,M; H)| + q^{-1/2+\varepsilon}(1 + x^N + y^N) \right]. \]

Let us bound the three error terms in (22) one after another:
(1) For the first one, note that
\[ \frac{1}{t} \int_0^t |\phi_H(2\pi u, 2\pi u)|du \leq \frac{1}{t} \int_t^R |\phi_H(2\pi u, 2\pi u)|du. \]
Using Lemma 5.9 and the assumptions on the moments, we have
\[ \phi_H(u, u) = e^{-u^2/2} \left( 1 + O \left( \frac{|u|^R}{H(R-1)/2} \right) \right) \]
for \(|u| \leq H \frac{R-1}{2\pi} \). Since \( \int_R e^{-u^2/2} < \infty \), the error term becomes \( O(1/t) = O(M^{-\alpha}) \) under the condition
\[ 2\pi t \leq H \frac{R-1}{2\pi}, \text{ i.e. } M \leq H \frac{R-1}{2\pi}. \] \( (23) \)

(2) The second term \( \int_0^t g(u, v)du dv \) is bounded (up to a constant) by
\[ \tilde{M}_{\text{prob}}(M; M; H) \frac{(2\pi t)^2M+2}{(2M)!} \frac{M}{M} + q^{-1/2+\varepsilon} \left( (2\pi t)^2 + \frac{(2\pi t)^2M+1}{M} \right). \] \( (24) \)

By Propositions 5.2 (non-self-dual case), 5.4 (Kummer case) and 5.6 (self-dual case),
\[ \tilde{M}_{\text{prob}}(M, M; H) \leq \begin{cases} (M + H - 1)^M & \text{non-self-dual case} \\ M! & \text{Kummer case} \\ (2M - 1)!! & \text{self-dual case}. \end{cases} \]

By Stirling’s approximation, the first summand of (24) is bounded (up to a constant) by:
- In the Kummer case: \( M^{M(2\alpha-1)+2\alpha-1} \).
- In the self-dual case: \( M^{2\alpha-\frac{1}{2}+M\left(2\alpha-1+\frac{\log(2\pi)}{\log M}\right)} \).
- In the non-self-dual case:
\[ M^{2\alpha-\frac{3}{2}} \left( \frac{e^4}{4} \left( M^{2\alpha-1} + HM^{2\alpha-2} - M^{2\alpha-2} \right) \right)^M \ll M^{2\alpha-\frac{3}{2}} \] \( (25) \)
if \( \alpha < 1/2 \) and under the additional condition \( M \gg H^{2^{-2\alpha}} \). With (21), this imposes the more restrictive range
\[ H = o \left( (\log q)^{\frac{2-2\alpha}{1+1/(2-2\alpha)}} \right) \]
and the condition
\[ \frac{1}{2 - 2\alpha} \leq \frac{R - 1}{2R\alpha}, \text{ i.e. } \alpha \leq \frac{R - 1}{2R - 1} \] \( (26) \)
because of (23).

By (23), the second summand of (24) is \( O \left( q^{-1/2+2\varepsilon} \right) \) if \( \log H / \log q \leq \varepsilon \) since
\[ (2\pi t)^2 \leq H \frac{R-1}{2\pi} = q \log H \frac{R-1}{2\pi} \text{ and} \]
\[ (2\pi t)^2M+1 \leq H^{3M} \frac{R-1}{2\pi} \leq q^{M(3R-1)/4\pi}. \]
(3) Under the same conditions, the last error term \( \frac{1}{2} \int_0^u (g(u, 0) + g(0, u)) \mathrm{d}u \) of (22) is bounded by the first one.

Hence, the error term in (22) is:

- In the self-dual and Kummer cases
  \[
  O \left( M^{-\alpha} + M^{2\alpha-1} + M^{2\alpha-1 + \frac{\log(q/2)}{\log M}} + q^{-\frac{1}{2} + 2\epsilon} \right),
  \]
  We optimize by taking \( \alpha = \frac{M\left(1 - \frac{\log(q/2)}{\log M}\right) + 1}{2M + 3} \), which leads to an error term of \( O \left( M^{-1/2 + \epsilon} + q^{-1/2 + 2\epsilon} \right) \).

- In the non-self-dual case, \( O \left( M^{-\alpha} + q^{-1/2 + 2\epsilon} \right) \) (since \( 2\alpha - 3/2 \leq -\alpha \) when \( \alpha \leq 1/2 \)). By (26), we optimize by taking \( \alpha = \frac{R}{2R-1} \) and we obtain the error term \( O \left( M^{-\frac{R-1}{2R-1}} + q^{-1/2 + 2\epsilon} \right) \) for the range
  \[ H = o \left( \left( \log q \right)^{\frac{2R}{2R-1}(1+2\epsilon)} \right). \]

Finally, after letting
  \[ M = \left[ \min \left( H^{\frac{R-1}{2R-1}}, \frac{\log q}{2 \log(e^H)} \right) \right] \to +\infty, \]
we can apply Proposition 5.10 to \( S(H) \), and combining with (22) gives Theorem 2.16.

### 6. Traces of random matrices in classical groups

In this section, we prove Proposition 2.18, which will conclude the proof of Theorem 2.16. In comparison to earlier works, recall that it is important for us to obtain bounds on moments of high order with respect to the rank.

#### 6.1. Special linear case

**Proposition 6.1.** Let \( N \geq 2 \) and let \( X = \text{tr} \theta \), where \( \theta \) is a random variable uniformly distributed in \( \text{SU}_N(\mathbb{C}) \) with respect to the Haar measure. For \( k, r \geq 0 \) integers, let us consider the moment \( M(k, r) = \mathbb{E}(X^k \overline{X}^r) \). Then:

1. We have
   \[
   M(k, r) = \delta_{N|k-r} \sum_{\lambda \vdash k-r, \lambda \leq k, \lambda \geq -a} \dim S_\lambda \dim S_{\lambda+(a^N)}
   \]
   where \( a = (k-r)/N \) and \( S_\lambda \), respectively \( S_{\lambda+a} \), is the Specht \( S_k \)-module (resp. \( S_r \)-module) associated to the partition \( \lambda \), respectively \( \lambda+(a^N) = \lambda+(a, \ldots, a) \).

2. \( M(k, r) \leq k! r! \).

3. \( M(k, k) = k! \) if \( k \leq N \).

4. \( M(k, r) = 0 \) if \( k, r < N \) and \( k \neq r \).

**Proof.** We use the same technique as in [DS94], but we also need to handle the case \( k, r \geq N \).

Let \( \text{Std} \) be the standard representation of \( \text{SU}_N(\mathbb{C}) \) in \( \text{GL}_N(\mathbb{C}) \). Recall that the irreducible representations of \( \text{SL}_N(\mathbb{C}) \) (and hence of its maximal
compact subgroup $SU_N(\mathbb{C})$ are the Schur-Weyl modules $S_\lambda(\text{Std})$ indexed by partitions $\lambda$ of length $l(\lambda) \leq N$ (see [FH91, 15.3]). Moreover, the character of $S_\lambda(\text{Std})$ is given by the Schur polynomial $s_\lambda$ evaluated on the eigenvalues (see [Mac95, 1.3] or [FH91, 6.1]). For $\lambda = (\lambda_1, \ldots, \lambda_l)$, recall the power symmetric polynomials

$$p_\lambda = p_{\lambda_1} \cdots p_{\lambda_l},$$

where $p_m = x_1^m + \cdots + x_N^m$ for any $m \in \mathbb{N}$.

By the representation theory of the symmetric group and the theory of symmetric polynomials (see [Mac95, 1.7.8]), we have the decomposition of $p_\lambda$ into the basis of Schur polynomials: for any partition $\lambda$ of length $\leq k$,

$$p_\lambda = \sum_{\mu \vdash k} \chi_\mu(\lambda)s_\mu,$$

where $\chi_\mu(\lambda)$ is the character of the irreducible Specht $\mathfrak{S}_k$-module $S_\mu$ corresponding to $\lambda$, evaluated on the conjugacy class corresponding to $\lambda$. In particular,

$$(x_1 + \cdots + x_N)^k = \sum_{\mu \vdash k, \ell(\mu) \leq N} \dim S_\mu s_\mu(x_1, \ldots, x_N).$$

Since $(x_1 + \cdots + x_N)^k$ (resp. $s_\mu(x_1, \ldots, x_N)$) is the character of $\text{Std}^\otimes k$ (resp. of the irreducible representation $S_{\mu}(\text{Std})$) evaluated at a matrix whose eigenvalues are $x_1, \ldots, x_N$, we get by orthogonality that $M(k, r)$ is equal to

$$\int_{SU_N(\mathbb{C})} \text{tr}(g) \overline{\text{tr}(g')} dg = \sum_{\mu_1 \vdash k} \sum_{\mu_2 \vdash r} \dim S_{\mu_1} \dim S_{\mu_2} \delta_{S_{\mu_1}(\text{Std}) \cong S_{\mu_2}(\text{Std})}.\quad (27)$$

The Cauchy-Schwarz inequality yields

$$M(k, r)^2 \leq \sum_{\mu_1 \vdash k} (\dim S_{\mu_1})^2 \sum_{\mu_2 \vdash r} (\dim S_{\mu_2})^2 \leq k! r!\quad (28)$$

since the Specht modules $S_\mu$ $(\mu \vdash k)$ give the irreducible representations of the symmetric group $\mathfrak{S}_k$ (see [Mac95, I.7]). Hence we obtain (2).

Next, note that $S_{\mu_1}(\text{Std}) \cong S_{\mu_2}(\text{Std})$ if and only if $\mu_2 = \mu_1 + (aN)$ for some $a \in \mathbb{Z}$ (see [FH91, p. 223]). If the latter holds, we have $N \mid k - r$, $a = (k - r)/N$, $l(\mu_1) \leq N$ and $(\mu_1)_N \geq -a$. Thus (27) becomes

$$M(k, r) = \sum_{\lambda \vdash k, \ell(\lambda) \leq N} \dim S_\lambda \dim S_{\lambda+(aN)}$$

if $N \mid k - r$ and 0 otherwise. This gives (1).

Let us now assume that $k \leq N$. We then automatically have $l(\lambda) \leq k \leq N$ for every partition $\lambda$ of $k$. If moreover $k = r$, then $a = 0$ and

$$M(k, k) = \sum_{\lambda \vdash k} (\dim S_\lambda)^2 = k!,$$

which is (3). Finally, if $0 \leq k, r < N$ are distinct, then $N \mid k - r$ and $M(k, r) = 0$, which is (4). \qed
Remark 6.2. (see also Remarks 2.17 and 2.19). The second bound we have given in (28) is not asymptotically tight for \( k \neq r \). However, replacing it by a better asymptotic would not improve the results (or in particular recover the range \( \log H = o(\log q) \) in the non-self-dual case of Theorem 2.16). Indeed, Regev [Reg81, Corollary 4.4] used the hook-length formula to show that as \( k \to \infty \), we have

\[
\sum_{\lambda \vdash k} (\dim S_\lambda)^2 \sim C(N) \frac{N^{2k}}{k^{(N^2-1)/2}},
\]

where \( C(N) = N^{N^2/2} (2\pi)^{(1-N)/2} 2^{(1-N^2)/2} \prod_{n=1}^{N-1} n! \). The bound (25) becomes

\[
((1 + \varepsilon)C(R + 1))^H M^{2\alpha - \frac{3}{2}} (HM^{2\alpha - 2}(R + 1)^2)^M
\]

for any \( \varepsilon > 0 \), for which we still need the restricted range \( M > H^{\frac{1}{2\alpha - 2}} \).

6.2. Symplectic case.

Proposition 6.3. Let \( N \geq 1 \) and \( X = \text{tr} \theta \), where \( \theta \) is a random variable uniformly distributed in \( \text{USp}_{2N}(\mathbb{C}) = \text{Sp}_{2N}(\mathbb{C}) \cap U_{2N}(\mathbb{C}) \) with respect to the Haar measure. For \( k \geq 0 \) an integer, let us consider the moment \( M(k) = \mathbb{E}(X^k) \). Then

1. \( M(k) = 0 \) if \( k \) is odd.
2. \( M(k) \leq (k - 1)!! \) if \( k \) is even, with equality if \( k \leq N \).

Proof. Let \( \text{Std} \) be the standard representation of \( \text{Sp}_{2N}(\mathbb{C}) \). As in the simple case, recall that the irreducible representations of \( \text{Sp}_{2N}(\mathbb{C}) \) (and hence of \( \text{USp}_{2N}(\mathbb{C}) \)) are given by the Weyl modules \( S_{(\mu)}(\text{Std}) \) indexed by partitions \( \mu \) with \( l(\mu) \leq N \) ([FH91, 17.3]). By Peter-Weyl, \( M(k) = \text{mult}_1(\text{Std}^\otimes k) \). By [Sun86, Theorem 6.15], we have the decomposition

\[
\text{Std}^\otimes k = \bigoplus_{l(\mu) \leq N} f_{\mu}^k(N) S_{(\mu)}(\text{Std}),
\]

where \( f_{\mu}^k(N) \) is the number of sequences of partitions \( (\emptyset = \mu_0, \ldots, \mu_k = \mu) \) such that

(a) two consecutive partitions differ by exactly one box in their Young diagrams, and
(b) \( l(\mu_i) \leq N \) for all \( i \).

Hence, \( M(k) = f_0^k(N) \), so that (1) is clear. By [Sun86, Lemma 8.3], when \( k \) is even, the number \( f_{\mu}^k \) of sequences of partitions \( (\emptyset = \mu_0, \ldots, \mu_k = \mu) \) verifying (a) satisfies \( f_0^k = (k - 1)!! \), whence (2) since \( f_0^k(N) \leq f_0^{2k} \), with equality if \( k \leq N \) since then \( l(\mu_i) \leq i \leq k \).

Remark 6.4. When \( k \leq N \), this is proven in [DS94, Theorem 6] by using the analogue for \( \text{Sp} \) of the Schur-Weyl duality, through the Brauer algebra \( D_f(2N) \), following results of Wenzl and Ram (see in particular [Ram95, Theorem 4.4 (c), Corollary 4.5 (c)]). However, this cannot be exploited when \( k > N \) since \( D_f(2N) \) is not semisimple in that case.
6.3. Special orthogonal case.

**Proposition 6.5.** Let \( N \geq 2 \) and \( X = \text{tr} \theta \), where \( \theta \) is a random variable uniformly distributed in \( \text{SO}_N(\mathbb{R}) \) with respect to the Haar measure. Let us consider the moment \( M(k) = \mathbb{E}(X^k) \) for \( k \geq 0 \) an integer. Then:

1. \( M(k) = 0 \) if \( k \) is odd.
2. \( M(k) \leq (k - 1)!! \) if \( k \) is even, with equality if \( k \leq \lfloor N/2 \rfloor \).

**Proof.** This is similar to the symplectic case. Let Std be the standard representation of \( \text{SO}_N(\mathbb{R}) \).

(1) (Case \( N = 2N' + 1 \) odd). By [Sun90, Theorem 4.2], we have the decomposition

\[
\text{Std}^{\otimes k} = \bigoplus_{\lambda(\mu) \leq N'} F_{\mu}(N') S_{[\mu]}(\text{Std}),
\]

where \( S_{[\mu]}(\text{Std}) \) is the irreducible representation of \( \text{SO}_{2N'+1}(\mathbb{R}) \) associated to the partition \( \mu \) (obtained from the Weyl module, see [FH91, 19.5]) and \( F_{\mu}(N') \) is the number of sequences of partitions \( (\emptyset = \mu_0, \ldots, \mu_k = \mu) \) such that:

a) two consecutive partitions either differ by exactly one box in their Young diagrams, or are equal of length \( N' \), and

b) \( l(\mu_i) \leq N' \) for all \( i \).

Hence, \( M(k) = F^k_{\emptyset}(N') \). Clearly, \( F^k_{\mu}(N') \leq f^k_{\emptyset}(N') \leq f^k_{0} \) with equality if \( k \leq N' \), where \( f^k_{\emptyset}(N') \) and \( f^k_{0} \) are as in the proof of Proposition 6.3. The result follows then from the latter.

(2) (Case \( N = 2N' \) even). By [Pro90, Corollary 4], we have for \( \text{SO}_{2N'}(\mathbb{R}) \) the decomposition

\[
\text{Std}^{\otimes k} = \bigoplus_{\lambda(\mu) \leq N'} G^k_{\mu}(N') S_{[\mu]}(\text{Std}),
\]

where \( G^k_{\mu}(N') \) is the number of sequences of partitions \( (\emptyset = \mu_0, \ldots, \mu_k = \mu) \) such that:

a) two consecutive partitions differ by exactly one box in their Young diagrams, and

b) for every \( 0 \leq i \leq k \), the sum of the length of the first two columns in the Young diagram of \( \mu_i \) is \( \leq N' \).

Thus, we have again \( G^k_{\emptyset}(N') \leq f^k_{\emptyset}(N') \leq f^k_{0} \) with equality if \( k \leq N' \), since the Young diagram of \( \mu_i \) contains at most \( i \leq k \) boxes.

\( \square \)

**Remark 6.6.** As for the symplectic case (see Remark 6.4), this is proved when \( k \leq N \) in [DS94, Theorem 4], by using [Ram95, Theorem 4.4 (b), Corollary 4.5 (b)], but again this method cannot be applied when \( k > N \).

The idea of Sundaram in [Sun86] and [Sun90] is to define tableaux generalizing the Robinson-Schensted-Knuth correspondence and to prove a generalized insertion scheme. The symplectic case actually goes back to Berele, and the odd-dimensional orthogonal case is an extension of the latter. For
orthogonal groups, there are also generalized tableaux by King-Welsh, Kojima-Terada and Fulmek-Krattenhalter, but these do not have at first an easy combinatorial description.

7. Examples: coherent families

In this final section, we give examples of coherent families arising from the examples of Section 1.3.1, so that Theorems 2.14 and 2.16 apply.

The construction of the sheaves and the computation of their monodromy groups come from Katz’s works [Kat88, KS91]. It usually remains to argue that the conductor is bounded independently from \( q \), show the independence of shifts and to show that the arithmetic and geometric monodromy groups coincide (eventually up to twisting, see Section 2.5). We start by two technical sections with tools to do so, before treating the examples successively.

7.1. Independence of shifts. Showing that a geometric isomorphism of the form (8) does not exist can usually be done by looking at the ramification on both sides.

**Lemma 7.1.** Let \( \mathcal{F} \) be a nontrivial \( \ell \)-adic sheaf over \( \mathbb{F}_q \) and let \( a \in \mathbb{G}_m(\mathbb{F}_q) \) such that there exists a geometric isomorphism of the form (8). Then

1. \( \text{Sing}(\mathcal{F}) \Delta (\text{Sing}(\mathcal{F}) - a) \subset \text{Sing}(\mathcal{L}) \subset \text{Sing}(\mathcal{F}) \cup (\text{Sing}(\mathcal{F}) - a) \), where \( \Delta \) denotes the symmetric difference.
2. If \( \text{Sing}(\mathcal{F}) \cap \mathbb{A}^1(\mathbb{F}_q) \neq \emptyset \), \( \mathbb{A}^1(\mathbb{F}_q) \), there exists \( x \in \text{Sing}(\mathcal{F}) \cap \mathbb{A}^1(\mathbb{F}_q) \) such that \( \mathcal{F}^{I_x} = 0 \).
3. If \( \text{Sing}(\mathcal{F}) \neq \emptyset, \{x\} \), the sheaf \( \mathcal{L} \) is not geometrically trivial.
4. If \( \mathcal{L} \) is not geometrically trivial,

\[
|\text{Sing}(\mathcal{L})| + \sum_{x \in \text{Sing}(\mathcal{L})} \text{Swan}_x(\mathcal{L}) \geq 2. \tag{29}
\]

5. If \( \mathcal{F} \) has unique break \( t \in \mathbb{R}_{\geq 0} \) at \( x \in \mathbb{P}^1(\mathbb{F}_q) \), then the break decomposition of \( \mathcal{F} \otimes \mathcal{L} \) at \( x \) is

\[
\mathcal{F} \otimes \mathcal{L} = \begin{cases} 
(\mathcal{F} \otimes \mathcal{L})(\text{Swan}_x(\mathcal{L})) & \text{if } t < \text{Swan}_x(\mathcal{L}), \\
(\mathcal{F} \otimes \mathcal{L})(t) & \text{if } t = \text{Swan}_x(\mathcal{L}), \\
\sum_{z \leq t}(\mathcal{F} \otimes \mathcal{L})(z) & \text{if } t > \text{Swan}_x(\mathcal{L}).
\end{cases} \tag{30}
\]

6. If \( \mathcal{F} \) has unique break \( t \in \mathbb{R}_{\geq 0} \) at \( \infty \), then \( \text{Swan}_x(\mathcal{L}) \leq t \). If \( t \) is not an integer, then \( \text{Swan}_x(\mathcal{L}) \leq \lfloor t \rfloor \).

**Proof.**

1. This is clear.

2. If \( x \in \text{Sing}(\mathcal{L}) - \text{Sing}(\mathcal{F}) \), then

\[
\mathcal{F}^{I_x}_{\mathcal{F}^{I_x}} \cong ([+a]^*)^r \mathcal{F}^{I_x} \cong (\mathcal{F} \otimes \mathcal{L})^{I_x} = \mathcal{F} \otimes \mathcal{L}^{I_x} = 0.
\]

In particular, by (1), if \( y \in \text{Sing}(\mathcal{F}) \) but \( y - a \notin \text{Sing}(\mathcal{F}) \), then \( \mathcal{F}^{I_x}_{y} = 0 \). If \( x \in \text{Sing}(\mathcal{F}) \cap \mathbb{A}^1(\mathbb{F}_q) \) and \( \mathbb{A}^1(\mathbb{F}_q) \notin \text{Sing}(\mathcal{F}) \), there exists an integer \( m \geq 1 \) such that \( y = x - (m - 1)a \in \text{Sing}(\mathcal{F}) \) but \( x - ma \notin \text{Sing}(\mathcal{F}), \) whence the conclusion.

3. By (1), \( \mathcal{L} \) is not lisse under the assumptions.
The Euler-Poincaré formula of Grothendieck-Ogg-Safarevich gives that the left-hand side of (29) is equal to
\[
2 + \dim H^1_c(U \times F_q, L) \geq 2
\]
if \(L\) is nontrivial.

This follows from [Kat88, Lemma 1.3].

(6) By (30), we have
\[
\text{Swan}_X(F \otimes L) = \begin{cases} \text{rank}(F) \text{Swan}_X(L) & \text{if } t < \text{Swan}_X(L) \\ \text{rank}(F)t & \text{if } t > \text{Swan}_X(L). \end{cases}
\]

On the other hand, by (8),
\[
\text{Swan}_x(F \otimes L) = \text{Swan}_x([+a]^*F) = \text{Swan}_x(F) = t \text{rank}(F),
\]
which implies that the case \(t < \text{Swan}_X(L)\) cannot hold. The last statement follows from the fact that the Swan conductor is an integer.

The following classification result will also be useful:

**Lemma 7.2.** Let \(F\) be a geometrically irreducible \(\ell\)-adic sheaf over \(F_q\).

1. If \(\text{Sing}(F) = \emptyset\), then \(F\) is geometrically trivial.
2. If \(|\text{Sing}(F)| = 1\) and \(F\) is tamely ramified, then \(F\) is geometrically trivial.
3. If \(\text{Sing}(F) = \{x, y\}\) for \(x, y \in \mathbb{P}^1(F_q)\) distinct and \(F\) is tamely ramified, then there exists a multiplicative character \(\chi : \mathbb{F}_q^* \to \mathbb{C}^*\) and a geometric isomorphism
\[
F \cong \mathcal{L}_{\chi((x-y)/(x-y))}.
\]
4. If \(\text{Sing}(F) = \{x\}\) and \(\text{Swan}_x(F) \leq 1\), there exists an additive character \(\psi : \mathbb{F}_q \to \mathbb{C}^*\) and a geometric isomorphism
\[
F \cong \begin{cases} \mathcal{L}_\psi & \text{if } x = \infty \\ \mathcal{L}_{\psi(1/(X-x))} & \text{if } x \neq \infty. \end{cases}
\]

**Proof.** See [FKM14a, Proposition 4.4.6].

7.1.1. Arguments with unipotent blocks.

**Lemma 7.3.** Let \(G\) an \(\ell\)-adic sheaf over \(F_q\) such that \(\text{Sing}(G) \cap \mathbb{A}^1(F_q) \neq \emptyset, \mathbb{A}^1(F_q)\). For every \(s \in \text{Sing}(G) \cap \mathbb{A}^1(F_q)\), we consider the tame part of the break decomposition of \(G\) at \(s\),
\[
G(s)^{\text{tame}} = \bigoplus_{\chi} (\text{Unip.} \otimes \mathcal{L}_{\chi(x+s)}),
\]
and we assume that either the trivial multiplicative character \(\chi = 1\) appears, or that at least two distinct characters \(\chi_1, \chi_2\) appear. Then there is no isomorphism of the form (8) with \(a \neq 0\).

**Proof.** Let us assume that there is an isomorphism of the form (8) for \(G\) with \(a \neq 0\). If the break decomposition of \(G\) at some \(s \in \text{Sing}(G) \cap \mathbb{A}^1(F_q)\) does not contain a summand \(\text{Unip.} \otimes \mathcal{L}_{\chi(x+s)}\) with \(\chi\) trivial, we replace \(G\)
by $\mathcal{G} \otimes \mathcal{L}_{\chi}(X+s)$, where $\chi_1$ is a character appearing in (31). This new sheaf still satisfies the same hypotheses as $\mathcal{G}$, with the same $a$ in (8) (but with a different $L$), and with a unipotent block in the break decomposition at $s$.

Recursively, we can hence assume that the tame part of $\mathcal{G}$ at any $s \in \text{Sing}(\mathcal{G}) \cap \mathbb{A}^1(\mathbb{F}_q)$ contains a unipotent block.

By Lemma 7.1 (2), there exists $s \in \text{Sing}(\mathcal{G}) \cap \mathbb{A}^1(\mathbb{F}_q)$ such that $\mathcal{G}^s = 0$, a contradiction.

**Lemma 7.4.** Let $\psi : \mathbb{F}_q \to \mathbb{C}^\times$ be a nontrivial additive character and let $\mathcal{G} = \text{FT}_\psi(F)$ be the $\ell$-adic Fourier transform of a Fourier sheaf $F$ over $\mathbb{F}_q$, with rank($F$) $< q-1$. For all $s \in \mathbb{A}^1(\mathbb{F}_q)$, we consider the break decomposition of $F(s) = F \otimes \mathcal{L}_{\psi(s \lambda)}$ at $\infty$:

$$F(s) = \bigoplus_{t \in \mathbb{R}_{>0}} F(s)(t) = F(s),\text{tame} \oplus F(s),\text{wild}$$

$$= \left( \bigoplus_{\chi} (\text{Unip}(\chi, s) \otimes \mathcal{L}_{\chi}(X+s)) \right) \oplus \left( \bigoplus_{t>0} F(s)(t) \right), \quad (32)$$

We assume that:

- The decomposition (32) at $s = 0$ contains at least one break $t \in [0, 1]$.
- For all $s \in \mathbb{A}^1(\mathbb{F}_q)$ such that the decomposition (32) contains a break $t \in [0, 1)$, either the trivial multiplicative character appears in the tame part, or the latter contains at least two distinct characters.

Then there is no isomorphism of the form (8) for $\mathcal{G}$ with $a \neq 0$.

**Proof.** By [Kat88, Corollary 8.5.8] (see also [Kat90, Corollary 7.4.5]), the first assumption and the condition on the rank of $F$ imply that $\text{Sing}(\mathcal{G}) \cap \mathbb{A}^1(\mathbb{F}_q) \neq \emptyset$, $\mathbb{A}^1(\mathbb{F}_q)$. Moreover, $s \in \text{Sing}(\mathcal{G}) \cap \mathbb{A}^1(\mathbb{F}_q)$ if and only if the decomposition (32) contains a break $t \in [0, 1)$. By [Kat90, 7.4.4(3)], the tame part of the break decomposition of $\mathcal{G}$ at $s$ is in this case

$$\bigoplus_{\chi} (\text{Unip}(\chi, s) \otimes \mathcal{L}_{\chi}(X+s))$$

(with the same unipotent blocks). It suffices to apply Lemma 7.3 to conclude. \hfill $\square$

### 7.2. Equality of arithmetic and geometric monodromy groups.

In [Kat90], often only the geometric monodromy group $G_{\text{geom}} = G_{\text{geom}}(F)$ of an $\ell$-adic sheaf $F$ over $\mathbb{F}_q$, or its connected component

$$G_{\text{geom}}^0 \leq G_{\text{geom}} \leq G_{\text{arith}} = G_{\text{arith}}(F),$$

are directly given. As is explained in [Kat90, 7.11–7.14] and [Mic98], it is usually possible to get

$$G_{\text{geom}}^0 = G_{\text{geom}} = G_{\text{arith}},$$

up to twisting $F$ by a rank 1 sheaf, or even, ideally, a constant:

- (Symplectic case) This is the simplest case. Proving that $G_{\text{geom}}^0 = \text{Sp}_n(\mathbb{C})$ with the techniques in [Kat90, Chapter 7] actually shows that the sheaf is itself symplectically self-dual (see [Kat90, 7.13, p. 244]),...
as for Kloosterman sheaves (see [Kat88, 4.1.11]). Hence $G_{\text{arith}} \subset \text{Sp}_n(\mathbb{C})$ and thus $G_{\text{geom}} = G_{\text{arith}} = \text{Sp}_n(\mathbb{C})$.

- (Special orthogonal case) Similarly, proving that $G^0_{\text{geom}} = \text{SO}_n(\mathbb{C})$ (or $O_n(\mathbb{C})$) with the techniques of [Kat90, Chapter 7] actually shows that $G_{\text{arith}} \subset O_n(\mathbb{C})$ (see [Kat90, 7.14, O-Example(2)])). Hence, there exists $\alpha \in \{ \pm 1 \}$ such that $F' = \alpha^{1/n} \otimes F$ has $G_{\text{geom}}(F') = G_{\text{arith}}(F') = \text{SO}_n(\mathbb{C})$.

- (Special linear case) This is the hardest case. Assume that $G^0_{\text{geom}} = G^0_{\text{geom}} = \text{SL}_n(\mathbb{C})$. We can determine the geometric determinant $\det(F)$ and twist it by a rank one sheaf $\mathcal{L}$ to make it geometrically trivial, hence arithmetically isomorphic to $\alpha \otimes \overline{\mathbb{Q}}_\ell$, for a Weil number $\alpha$ of weight 0 (which may be difficult to determine explicitly). If we let $F' = \alpha^{-1/n} \otimes \mathcal{L} \otimes F$, we have $G_{\text{arith}}(F') \subset \text{SL}_n(\mathbb{C})$ and $\text{SL}_n(\mathbb{C}) = G^0_{\text{geom}} < G^0_{\text{geom}}(F')$ since $G^0_{\text{geom}}$ is equal to its derived subgroup and $\mathcal{L}$ has rank one. This gives

$$G_{\text{geom}}(F') = G_{\text{arith}}(F') = \text{SL}_n(\mathbb{C}).$$

Moreover, it happens in some cases that $\mathcal{L}$ is arithmetically constant, so that $F' = \alpha^{-1/n} \otimes F$ is simply a renormalization of $F$.


**Proposition 7.5.** A family $(\mathcal{F})_q$ of Kloosterman sheaves $\mathcal{L}_{\chi(f)}$, where $\deg(f)$ is bounded independently from $q$ and $f$ has no zero or pole of order divisible by $\text{ord}(\chi)$, is coherent.

**Proof.** For the construction of the Kloosterman sheaf, see [Del77, Exposé 6, Section 1] or [Kat88, Section 4.3]. We have $\text{cond}(\mathcal{L}_{\chi(f)}) = 1 + \deg(f_1) + \deg(f_2)$ where $f = f_1/f_2$ with $f_1, f_2 \in \mathbb{F}_q[X]$, $(f_1, f_2) = 1$. □

7.4. Kloosterman sheaves.

**Theorem 7.6** (Deligne, Katz). For $n \geq 2$ an integer, there exists a Kloosterman $\ell$-adic sheaf $\mathcal{K}_{l_n}$ over $\mathbb{F}_q$, of rank $n$, with trace function equal to the Kloosterman sum (3). The family $(\mathcal{K}_{l_n})_q$ odd is coherent, with monodromy group equal to

$$\begin{cases} 
\text{SL}_n(\mathbb{C}) & \text{if } n \text{ odd} \\
\text{Sp}_n(\mathbb{C}) & \text{if } n \text{ even}.
\end{cases}$$

**Proof.** For the construction and computation of monodromy groups, see [Kat88]. We have $\text{cond}(\mathcal{K}_{l_n}) = n + 3$. Finally, the independence of shifts follows from Lemma 7.4, which can be applied thanks to [Kat88, 7.4.1]. □

7.5. Hypergeometric sheaves.

**Proposition 7.7** (Katz). Let $n \geq m \geq 0$ be integers with $r = m + n \geq 1$, $\chi_q = (\chi_{i,q})_{1 \leq i \leq n}$, $\rho_q = (\rho_{j,q})_{1 \leq j \leq m}$ tuples of pairwise distinct characters of $\mathbb{F}_q^\times$. There exists a hypergeometric sheaf $\mathcal{H}(\chi_q, \rho_q)$ over $\mathbb{F}_q$ of rank $n$, with
trace function equal to the hypergeometric sum $\text{Hyp}(\chi_q, \rho_q) : \mathbb{F}_q \to \mathbb{C}$ defined by

$$t \mapsto \frac{(-1)^{r-1}}{q^{(r-1)/2}} \sum_{x \in \mathbb{F}_q^n, y \in \mathbb{F}_q^m} \left( \prod_{i=1}^n \chi_i(x_i) \prod_{j=1}^m \rho_{j,q}(y_j) \right) e \left( \frac{\text{tr}(T(x) - T(y))}{p} \right),$$

where $N : \mathbb{F}_q^n \to \mathbb{F}_q$ is the norm (product of components) and $T : \mathbb{F}_q^n \to \mathbb{F}_q$ the trace (sum of components). We assume that $\Lambda_q = \prod_i \chi_i = 1$ and either:

1. $n = m$ is odd and $\Gamma_q = \prod_j \rho_j,q = 1$ is constant, or
2. $n - m \geq 3$ is odd.

Then the family $(\mathcal{H}(\chi_q, \rho_q))_q$ is coherent with monodromy group $\text{SL}_n(\mathbb{C})$.

Proof. The construction can be found in [Kat90, Theorem 8.4.2]. We find that $\text{cond}(\mathcal{H}(\chi, \rho)) = n + 3$.

The connected component at the identity $G^0_{\text{geom}}$ is computed in [Kat90, Theorems 8.11.2, 8.11.3], and can be $\text{SL}_n(\mathbb{C})$, $\text{Sp}_n(\mathbb{C})$, $\text{SO}_n(\mathbb{C})$, plus some exceptional cases in low rank. Moreover, $G^0_{\text{geom}} = G^0_{\text{der}}$. The distinction between the possible cases is not straightforward (see [Kat90, p. 291]), but $G^0_{\text{geom}} = G^0_{\text{der}} = \text{SL}_n(\mathbb{C})$ if either:

1. $n = m$ is odd and $\Lambda_q = 1$, or
2. $n - m \geq 3$ is odd.

To make the arithmetic and geometric monodromy group coincide, we use the strategy of Section 7.2. By the computation of the arithmetic determinant in [Kat90, 8.12], there is an explicit Weil number $\alpha = \alpha(\chi, \rho) \in \mathbb{Q}_l$ of weight 0 such that $\det \mathcal{H}(\chi, \rho) \cong \alpha \otimes \mathcal{L}$ with

$$\mathcal{L} = \begin{cases} 
\mathcal{L}_\Lambda \otimes [x \mapsto 1 - x]^* \mathcal{L}_{\Gamma/\Lambda} & \text{if } n = m, \\
\mathcal{L}_\psi \otimes \mathcal{L}_\Lambda & \text{if } n - m = 1, \\
\mathcal{L}_\Lambda & \text{if } n - m \geq 2.
\end{cases}$$

Under the assumptions of the proposition, $\mathcal{L}$ is arithmetically trivial and $\alpha = 1$.

The break decomposition of the hypergeometric sheaf is determined recursively in [Kat90, Theorem 8.4.2(6)], and the independence of shifts is then a consequence of Lemma 7.4. \qed

Example 7.8. Thus, families of hypergeometric sums of the form

$$\frac{(-1)^{r-1}}{q^{(r-1)/2}} \sum_{x \in \mathbb{F}_q^n, y \in \mathbb{F}_q^m} \left( \prod_{i=1}^n \chi_i(x_i x_n^{-1}) \rho_i(y_i y_n^{-1}) \right) e \left( \frac{\text{tr}(T(x) - T(y))}{p} \right) \quad (t \in \mathbb{F}_q)$$

with $n$ odd or

$$\frac{(-1)^{r-1}}{q^{(r-1)/2}} \sum_{x \in \mathbb{F}_q^n, y \in \mathbb{F}_q^m} \left( \prod_{i=1}^n \chi_i(x_i x_n^{-1}) \prod_{j=1}^m \rho_j(y_j) \right) e \left( \frac{\text{tr}(T(x) - T(y))}{p} \right) \quad (t \in \mathbb{F}_q)$$

with $n - m \geq 3$ odd, are coherent.

For $m = 0$ and $\chi = (1)_{1 \leq i \leq n}$, we recover the Kloosterman sheaf $\mathcal{K}_n$.
7.6. General exponential sums of the form (4).

**Proposition 7.9.** Let $f, g, h \in \mathbb{Q}(X)$. If $q$ is large enough to consider $f, g, h \in \mathbb{F}_q(X)$ and $g$ (resp. $h$) has no pole or zero (resp. no pole) of order divisible by $p$, we consider the sheaves

$$F_1 = L_{\psi(h)} \otimes L_{\chi(g)}, \quad F_2 = f_\ast F_1,$$

for $\psi : \mathbb{F}_q \to \mathbb{C}$ (resp. $\chi : \mathbb{F}_q^\times \to \mathbb{C}$) an additive (resp. multiplicative) character. If $F_2$ is a Fourier sheaf, then there exists a sheaf $G = FT_\psi(F_2)$ (the $\ell$-adic Fourier transform of $F_2$) with trace function given by (4). Moreover, $\text{cond}(G)$ is bounded above independently from $q$.

**Proof.** The construction of the $\ell$-adic Fourier transform can be found in [Kat88, Chapters 5, 8]. The uniform bound on the conductor follows from the general bound on conductors of Fourier transforms [FKM15a, Proposition 8.2], obtained from Laumon’s analysis of the ramification of $\ell$-adic Fourier transforms [Kat90, 7.3–7.5]. □

We can distinguish the following cases:

(i) $h = 0$ and $\chi = 1$, so that $F_1$ is the trivial sheaf. These are sums of the form (6), studied in [Kat90, 7.10] and by Fouyry-Michel in [Mic98], [FM02] and [FM03].

(ii) $F_1$ is nontrivial and $f = X$. More particularly, we consider the case $\chi = 1$ and $h$ a polynomial of degree $n \geq 2$, which includes Birch sums (5). These are studied in [Kat90, 7.12] and [Kat87].

(iii) $F_1$ is nontrivial and $f \neq X$. More particularly, we will consider the case studied in [Kat90, 7.7, 7.13, 7.14] where $h$ is odd with a pole of order $\geq 1$ at $\infty$, $f \not= 0$ is an odd polynomial, and there exists an even or odd rational function $L$ with $g(x)g(-x) = L(x)\text{ord}(x)$.

**7.6.1. Independence of shifts.** The following criterion generalizes the argument of [FKM15b] for Birch sums to sheaves of the general form of Proposition 7.9 and allows to reduce to the case of $L$ being an Artin-Schreier sheaf in a geometric isomorphism of the form (8).

**Lemma 7.10.** In the setting of Proposition 7.9, let us assume that $F_2$ is a Fourier sheaf, $f$ a polynomial of degree $d \geq 1$, $n = \text{Swan}_\varphi(F_1) > d$, and $(n, d) = (d, p) = 1$. If there is a geometric isomorphism of the form (8) with $a \not= 0$ for $G = FT_\psi(F_2)$, then

$$\text{Swan}_\varphi(L) \in \left\{0, 1, \ldots, \left\lfloor \frac{n}{n-d} \right\rfloor \right\}.$$

If $n > 2d$, there exists an additive character $\psi_1 : \mathbb{F}_q \to \mathbb{C}^\times$ such that $L \cong L_{\psi_1}$.

**Proof.** By [Kat90, 7.7], $F_2$ has unique break $n/d$ at $\infty$, thus

$$\text{Swan}_\varphi(F_2) = (n/d) \text{rank}(F_2) = n.$$

Moreover, $G$ is lisse on $\mathbb{A}^1$. By Lemma 7.1 (1), $\text{Sing}(L) \subset \{\infty\}$. We may assume that $L$ is not geometrically trivial, the conclusions being clear otherwise. By Lemma 7.1 (4), it follows that $\text{Sing}(L) = \{\infty\}$ and $\text{Swan}_\varphi(L) \geq 1$. 


By [Kat90, 7.4.1(1)], $G$ has unique break $\frac{n}{n-d}$ at $\infty$, with multiplicity $\frac{n-d}{n}\text{Swan}_\chi(F_2) = n - d$.

The break $\frac{n}{n-d}$ is not an integer since we assume that $(n, d) = 1$, and the first conclusion follows from Lemma 7.1 (6). For the second one, note that $\frac{n}{n-d} < 2$ if $n > 2d$ and use Lemma 7.2 (4).

The next lemma consequently considers isomorphisms of the form (8) when $L$ is an Artin-Schreier sheaf.

**Lemma 7.11.** In the setting of Proposition 7.9, let us assume that $F_2$ is a Fourier sheaf and that there is an isomorphism of the form (8) for $G$ with $a \in \mathbb{F}_q^\times$ and $L = L_{\psi_1}$ for some additive character $\psi_1 : \mathbb{F}_q \to \mathbb{C}^\times$. Then

1. $\text{Sing}(F_2) = \{\infty\}$ or $\mathbb{A}^1(\mathbb{F}_q) \subset \text{Sing}(F_2)$.
2. If $f = X$, then either $\chi \neq 1$ and $g$ is constant, or $\chi = 1$ and $h$ is a polynomial of degree at most 2.

**Remark 7.12.** Since we consider families of sheaves whose conductors are bounded uniformly from $q$, the condition $\mathbb{A}^1(\mathbb{F}_q) \subset \text{Sing}(F_2)$ is clearly exceptional.

**Proof.** Let $b \in \mathbb{F}_q$ such that $\psi_1(x) = \psi(bx) (x \in \mathbb{F}_q)$ and let us assume that we have a geometric isomorphism

$$\left[+a\right]^*G \cong G \otimes L_{\psi(bX)}$$

with $a \in \mathbb{F}_q^\times$. Taking Fourier transform on both sides of the isomorphism and using that

$$\left[+a\right]^*\text{FT}_\psi(F) \cong \text{FT}_\psi(F \otimes L_{\psi(aX)})$$

$$\text{FT}_\psi(F \otimes L_{\psi(aX)}) \cong \left[x \mapsto -b - x\right]^*F$$

for any Fourier sheaf $F$, we get a geometric isomorphism

$$F_2 \otimes L_{\psi(aX)} \cong \left[+(-b)^*\right]F_2.$$ \hspace{1cm} (33)

Then:

- If $b = 0$, taking determinants shows that $a = 0$.
- Since the Artin-Schreier sheaf is ramified at most at $\infty$, we have $\text{Sing}(F_2) \cap \mathbb{A}^1(\mathbb{F}_q) = (\text{Sing}(F_2) \cap \mathbb{A}^1(\mathbb{F}_q)) + b$. If $b \neq 0$, this yields

$$\text{Sing}(F_2) = \emptyset, \{\infty\}, \text{ or } \mathbb{A}^1(\mathbb{F}_q) \subset \text{Sing}(F_2)$$

because for any $y \in \mathbb{F}_q, b \in \mathbb{F}_q^\times$, the map $\mathbb{F}_q \to \mathbb{F}_q, x \mapsto y + xb$, is a bijection. By Lemma 7.2, $\text{Sing}(F_2) \neq \emptyset$ because we assume that $F_2$ is geometrically irreducible and not geometrically trivial.

If $f = X$ and $b \neq 0$, the geometric isomorphism (33) becomes

$$L_{\psi(h(X) - h(X-b) + aX)} \cong L_{\chi(g(X-b)/g(X))}.$$Since the Kummer sheaf is tame while the Artin-Schreier sheaf is not, we must have $\chi = 1$ or $x \mapsto g(x-b)/g(x)$ constant on $\mathbb{F}_q$. If $\chi = 1$, then

$$x \mapsto h(x) - h(x-b) + ax$$

is constant on $\mathbb{F}_q$.\]
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i.e. \( h(x) = -ab^{-1}x^2/2 + ax/2 + \text{constant} \). On the other hand, if \( x \mapsto g(x - b)/g(x) \) is constant, then \( g \) is constant.

The case with a geometric isomorphism \([+a]^*\mathcal{G} \cong D(\mathcal{G}) \otimes \mathcal{L}_{\psi(bX)}\) is similar. \(\square\)

7.6.2. Sums of the form (6).

**Proposition 7.13.** Let \( f \in \mathbb{Q}(X) \) and let \( Z_{f'} \) be the set of zeros of \( f' \) in \( \mathbb{C} \). We assume that either

- \((H)\): \( k_f = |Z_{f'}| \) is even, \( \beta = \sum_{z \in Z_{f'}} f(z) = 0 \), and if \( s_1 - s_2 = s_3 - s_4 \)
  with \( s_1 \in f(Z_{f'}) \), then \( s_1 = s_3, s_2 = s_4 \) or \( s_1 = s_2, s_3 = s_4 \).
- \((H')\): \( f \) is odd, and if \( s_1 - s_2 = s_3 - s_4 \) with \( s_1 \in f(Z_{f'}) \), then \( s_1 = s_3, s_2 = s_4 \) or \( s_1 = s_2, s_3 = s_4 \) or \( s_1 = -s_4, s_2 = -s_3 \).

For \( q \) large enough, there exists an \( \ell \)-adic sheaf \( \mathcal{G}_{f,q} \) over \( \mathbb{F}_q \) with trace function

\[
F \left( \frac{\text{tr}(xf(y))}{p} \right) (x \in \mathbb{F}_q).
\]

Moreover, there exist Weil numbers \( \alpha_q \in \overline{\mathbb{Q}}_\ell \) of weight 0 such that the family of \( \ell \)-adic sheaves \( (\alpha_q \otimes \mathcal{G}_{f,q})_q \) is coherent, with monodromy group \( \text{SL}_{k_f}(\mathbb{C}) \) if \((H)\) holds, and \( \text{Sp}_{k_f} \) if \((H')\) holds (in which case \( \alpha_q = 1 \)).

**Proof.** The construction of \( \mathcal{G}_{f,q} \) is done in [Kat90, Theorem 7.9.4, Lemmas 7.10.2.1, 7.10.2.3] and the computation of monodromy groups in [Kat90, 7.9.6, 7.9.7, 7.10].

By Section 7.2, we get \( G_{\text{geom}} = G_{\text{arith}} = \text{Sp}_{k_f}(\mathbb{C}) \) in the \((H')\) case. In the \((H)\) case, we use the determination (geometrically) of the determinant of \( \mathcal{G}_{f,q} \) from [Kat90, 7.10.4]: there is a geometric isomorphism

\[
\det(\mathcal{G}_{f,q}) \cong L_{\psi(-\beta X)} \otimes L_X,
\]

where \( \chi = \chi_2^{k_f} \) for \( \chi_2 \) the character of order 2 of \( \mathbb{F}_q^\times \) and \( \beta \) is viewed in \( \mathbb{F}_q \). Under \((H)\) or \((H')\), this sheaf is geometrically trivial, and it suffices to apply [FKM14a, Proposition 3.2.3].

It remains to show the independence of shifts. We consider the case of a geometric isomorphism

\[
[+a]^*\mathcal{G}_{f,q} \cong \mathcal{G}_{f,q} \otimes \mathcal{L}
\]

for \( \mathcal{L} \) a rank 1 sheaf and \( a \in \mathbb{F}_q \), the argument with \( D(\mathcal{G}_{f,q}) \) being similar.

We adapt the multiplicative case treated in the proof of [Mic98, Théorème 2.3]. By Lemma 7.1 (1), since \( \mathcal{G}_{f,q} \) is lisse on \( \mathbb{G}_m \), we must have \( \text{Sing}(\mathcal{L}) = \{0,-a,\infty\} \) or \( \{0,-a\} \). Moreover, by [Kat90, 7.5.4(5)], the ramification of \( \mathcal{L} \) at 0 and \(-a\) is tame. By [Kat90, 7.9.4], \( \mathcal{G}_{f,q} \) as \( I_x \)-representation is

\[
\mathcal{G}_{f,q}(\infty) \cong \bigoplus_{z \in Z_{f'}} (L_{\psi(f(z)X)} \otimes L_{\chi_z(X)})
\]

where \( \chi_z \) is a multiplicative character, and we view \( Z_{f'} \) in \( \mathbb{F}_q \). Hence, by [Kat88, Lemma 1.3] all the breaks are at 1 and as representations of the wild
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inertia group $P_{\infty}$, we have

$$G_{f,q}(\infty) \cong \bigoplus_{z \in \mathbb{Z}_p} \mathcal{L}_{\psi(f(z)X)}.$$ 

We distinguish two cases:

- If $\infty \notin \text{Sing}(\mathcal{L})$, then Lemma 7.2 (3) implies that there is a multiplicative character $\chi_1$ such that

$$\mathcal{L} \cong \mathcal{L}_{\chi_1((X+a)/X)}.$$ 

Hence, there exists some $\beta \in \mathbb{C}$ of unit norm such that

$$\beta \sum_{y \in \mathbb{F}_q} e\left(\frac{\text{tr}((x+a)f(y))}{p}\right) = \sum_{y \in \mathbb{F}_q} e\left(\frac{\text{tr}(xf(y))}{p}\right) \chi_1\left(\frac{x+a}{x}\right)$$

for all $x \in \mathbb{F}_q^*$. If $a \neq 0$, taking $x = -a$ gives $\beta q = 0$, a contradiction.

- Assume that $\infty \in \text{Sing}(\mathcal{L})$. By [Kat88, Lemma 1.3], Swan$_{\mathbb{P}(\mathcal{L})} \in \{0,1\}$ because all the breaks of $G_{f,q}$ at $\infty$ are at 1. If Swan$_{\mathbb{P}(\mathcal{L})} = 1$, the break-depression lemma [Kat88, 8.5.7] implies that $\mathcal{L} \cong (\text{tame at } \infty) \otimes \mathcal{L}_{\psi(bX)}$ for some $b \in \mathbb{F}_q^*$. On the other hand, $\mathcal{L}$ is by definition tame at $\infty$ if Swan$_{\mathbb{P}(\mathcal{L})} = 0$. In both cases, the restriction of the isomorphism (34) to $P_{\infty}$ gives

$$\bigoplus_{z \in \mathbb{Z}_p} \mathcal{L}_{\psi(f(z)(X+a))} \cong \bigoplus_{z \in \mathbb{Z}_p} \mathcal{L}_{\psi((f(z)+b)X)}$$

for some $b \in \mathbb{F}_q$. Thus the sets $\{f(z)(X+a) : z \in \mathbb{Z}_p\}$ and $\{(f(z) + b)X : z \in \mathbb{Z}_p\}$ are equal, which implies that $a = 0$ (and $b = 0$).

\[\square\]

Remark 7.14. Lemma 7.10 does not apply here because $\mathcal{F}_1$ is trivial.

Examples 7.15. The following examples are given in [Mic98, p. 229], [FM03, p. 7] and [Kat90, 7.10]:

1. The polynomial $f = aX^{r+1} + bX$ with $a, b, r \in \mathbb{Z}$ and $ab \neq 0$ verifies $k_f = |r|$ and

$$\begin{cases} 
(H) & \text{if } |r| \geqslant 3 \text{ odd}, \\
(H') & \text{if } r \neq 0 \text{ even}.
\end{cases}$$

2. Let $g \in \mathbb{Z}[X]$ be monic of degree $r$ with full Galois group $\mathfrak{S}_r$ (a “generic” condition by [vdW34]), and let $f \in \mathbb{Q}[X]$ be the unique primitive of $g$ with $\sum_{i=1}^{\sigma} f(\alpha_i) = 0$, where $\alpha_1, \ldots, \alpha_r$ are the zeros of $f$. Assuming that $r \geqslant 6$ is even, we have that $(H)$ holds for $f$ and $k_f = n$.

3. For $n \geqslant 3$ and $a \in \mathbb{Z}$ nonzero, the polynomial $f = X^n - naX$ satisfies $(H')$, and $k_f = n - 1$.

7.6.3. Sums of the form (4) with $f = X$, $\chi = 1$, $h$ polynomial.
Proposition 7.16. Let \( h = \sum_{i=0}^{n} a_i X^i \in \mathbb{Z}[X] \) be a polynomial of degree \( n \geq 3 \). For \( p \) large enough (depending on \( h \)), there exists an \( \ell \)-adic sheaf \( \mathcal{G}_{h,q} \) over \( \mathbb{F}_q \) of rank \( n-1 \) corresponding to the trace function

\[
x \mapsto -\frac{1}{\sqrt{q}} \sum_{y \in \mathbb{F}_q} e\left( \frac{\text{tr}(xy + h(y))}{p} \right) (x \in \mathbb{F}_q).
\]

If \( a_{n-1} = 0 \) and \( n \notin \{7, 9\} \), there exist Weil numbers \( \alpha_q \in \overline{\mathbb{Q}}_{\ell} \) of weight 0 such that the family \((\alpha_q \otimes \mathcal{G}_{h,q})_q\) is coherent, with monodromy group:

1. \( \text{SL}_{n-1}(\mathbb{C}) \) if \( n-1 \) is odd,
2. \( \text{Sp}_{n-1}(\mathbb{C}) \) if \( h \) has no monomial of even positive degree,
3. \( \text{SL}_{n-1}(\mathbb{C}) \) otherwise.

Moreover, \( \alpha_q = 1 \) in the symplectic case.

Proof. The construction of \( \mathcal{G}_{h,q} \) and the computation of its geometric monodromy group can be found in [Kat90, Section 7.12] and [Kat87]. In the symplectic case, Section 7.2 gives that \( G_{\text{geom}} = G_{\text{arith}} = \text{Sp}_{n-1}(\mathbb{C}) \). In the special linear case, the hypothesis \( a_{n-1} = 0 \) implies that the geometric determinant of \( G \) is trivial by [Kat90, Section 7.12], and the statement follows from Section 7.2.

The independence of shifts follows directly from Lemmas 7.10 and 7.11, similarly to Kloosterman sheaves.

Example 7.17. For the Birch sums (5), we have \( h = X^3 \) and the corresponding monodromy group is \( \text{Sp}_2(\mathbb{C}) = \text{SL}_2(\mathbb{C}) \).

7.6.4. Sums of the form (4) with \( f \) polynomial, \( \chi \neq 1 \).

Proposition 7.18. Let

- \( h \in \mathbb{Q}(X) \) with a pole of order \( n \geq 1 \) at \( \infty \).
- \( f \in \mathbb{Z}[X] \) nonzero of degree \( d \) with \( (d, n) = 1 \).
- \( g \in \mathbb{Q}(X) \) nonzero.
- \( \chi \) a character of \( \mathbb{F}_q^\times \) of order \( r \geq 2 \), with the order of any zero or pole of \( g \) not divisible by \( r \).

For \( p \) large enough (depending on \( f,g,h \)), there exists an \( \ell \)-adic sheaf \( \mathcal{G}_q \) over \( \mathbb{F}_q \) corresponding to the trace function (4). Assuming that \( n > 2d \), that \( f,h \) are odd and that

1. there exists \( L \in \mathbb{Q}(X) \) even or odd with \( L(x)^r = g(x)g(-x) \),
2. either \( g \) is nonconstant or \( h \notin \mathbb{Z}[X] \),
3. either \( N = \text{rank}(\mathcal{G}) \neq 7, 8 \) or \( n - d \neq 6 \),

then there exist \( \alpha_q \in \{\pm 1\} \) such that the family \((\alpha_q \otimes \mathcal{G}_q)_q\) is coherent, with monodromy group \( \text{Sp}_N(\mathbb{C}) \) if \( L \) is odd (in which case \( \alpha_q = 1 \)) and \( \text{SO}_N(\mathbb{C}) \) if \( L \) is even.

Proof. The construction and the computation of the geometric monodromy group of \( \mathcal{G}_q \) can be found in [Kat90, 7.7, 7.13 (Sp-example(2))] and 7.14 (O-example(2))). Section 7.2 show the existence of \( \alpha_q \in \{\pm 1\} \) so that \( G_{\text{geom}}(\alpha_q \otimes \mathcal{G}_q) = G_{\text{arith}}(\alpha_q \otimes \mathcal{G}_q) \) is as stated.
We show the independence of shifts. Let us assume that there is a geometric isomorphism of the form (8) for $G$ with $a \neq 0$. By Lemmas 7.10 and 7.11, we have $\text{Sing}(F_2) = \{x\}$ or $\mathbb{A}^1(F_q) \subset \text{Sing}(F_2)$. Since $\text{cond}(F_2)$ is bounded independently from $q$, the last possibility is excluded for $q$ large enough. Let us then assume that $\text{Sing}(F_2) = \{x\}$. Because $f$ is a polynomial, we have $\text{Sing}(F_1) \subset \{x\}$. Since the Kummer sheaf is tamely ramified everywhere while the Artin-Schreier sheaf is totally wild at all ramified points, this implies that $h \in \mathbb{Z}[X]$ and that $g$ is constant. \hfill $\Box$

7.7. Families of hyperelliptic curves.

Proposition 7.19. Let $f \in \mathbb{Z}[X]$ be a squarefree polynomial of degree $2g \geq 2$. For $q$ large enough, we consider the family of smooth projective models of the affine hyperelliptic curves over $\mathbb{F}_q$ of genus $g$ given by

$$X_z : y^2 = f(x)(x - z),$$

parametrized by $z \in \mathbb{F}_q$, which are nonsingular when $z \notin Z_{f,q}$, for $Z_{f,q} \subset \mathbb{F}_q$ the set of zeros of $f$ in $\mathbb{F}_q$. There exists a geometrically irreducible $\ell$-adic sheaf $F_{f,q}$ over $\mathbb{F}_q$ of rank $2g$, with trace function

$$t_F(z) = \frac{q + 1 - |X_z(\mathbb{F}_q)|}{q^{1/2}} \quad (z \notin Z_{f,q}).$$

The family $(F_{f,q})_q$ is coherent with monodromy group $\text{Sp}_{2g}(\mathbb{C})$.

Proof. For the construction, see [KS91, Section 10.1] or [Hal08, Section 4] (using middle-convolutions). Here, we moreover normalize with a Tate twist to get a sheaf of weight 0. We have $\text{Sing}(F_{f,q}) = \{x\} \cup Z_f$ and $F_{f,q}$ is everywhere tame. In particular, $\text{cond}(F_{f,q}) = 2g + |Z_{f,q}|$.

By [KS91, Theorem 10.1.16], the geometric monodromy group is symplectic. Since we normalized, [KS91, Lemma 10.1.9] shows that the arithmetic monodromy group preserves the same pairing (without normalization, it is a symplectic similitude with multiplicator $q$).

It remains to show the independence of shifts. By [KS91, 10.1.13], at any $z \in Z_{f,q}$ the quotient $V/V^{1z}$ is the trivial (one-dimensional) $I_z$–representation, for $V = (F_{f,q})_\mathfrak{P}$. Let us assume that there exists an isomorphism of the form (8) for $F_{f,q}$. By Lemma 7.1 (2), if $q$ is large enough, there exists $x \in \text{Sing}(F) \cap \mathbb{A}^1(F_q)$ such that $V^{1z} = 0$, a contradiction. \hfill $\Box$
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